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This chapter first turns our attention to major league player demographics, development, and dispersion across teams.   

The Demographics of Major League Baseball

Birth Location

In the most comprehensive study of the issue to date, Ojala and Gadwood (1989) charted the geographic distribution of the birth places of every player appearing in a major league game between 1876 and 1988, and what is obvious from their work is how the range of these locations steadily increased over time.  This summary concentrates on the rule and not the exceptions. Looking first at North America, in the beginning years of the National League, most players were from the Northeast and Mid-Atlantic.  The rust belt states began supplying players in the 1880s and California soon after.   The 1920s and 1930s brought in the South, particularly Texas, and Canada. The Southwest became a source in the 1940s; in addition, although not mentioned in Ojala and Gadwood, the color line was broken. California became ever more fruitful, and took the per capita lead in the 1970s.  As for raw totals, through 1988 the top five states were California (1257), Pennsylvania (1255), New York (938), Illinois (853), and Ohio (852), with no other state over 600.  


Despite the presence of four Northeast/Midwest states on that list, states that are warmer in winter have dominated major league ranks for quite some time, as the warmth allows for year-round play.  Scott Berry (2005a) estimated that for every ten degree increase in average March temperature (he chose March because of the relatively large temperature variation among states), there was a 24 percent increase in the chance of a U.S. born male being a major league player in 2004.  Matt Swartz (2014) showed that the impact of average temperature has increased over time, becoming twice as important in 1970s and three times as important in the 1980s as in the 1940s.  Copied and pasted at the beginning of the next page is Matt's table showing WAR per player by decade relative to the number of births in the ten most highly populated states at the time of his work, with WAR capped at 20 for every one so that the greatest players do not skew the results.  The domination of the warmer states is obvious.  In addition to warmer climates, Matt noted that major leaguers have also tended to come from more economically comfortable areas.  County income level was positively associated with the “production” of baseball players as measured by WAR per player relative to the number of births in those areas, and has become 50 percent more important over the decades studied here.  Further, the impact of average winter temperature is stronger the wealthier the county.

	State
	Avg. Temp, Dec-Feb
	1940s
	1950s
	1960s
	1970s
	1980s

	Florida
	59.36
	2.22
	1.54
	2.93
	1.71
	2.41

	Texas
	47.73
	1.05
	1.00
	1.25
	0.82
	1.52

	Georgia
	47.68
	0.23
	0.97
	1.30
	1.68
	1.98

	California
	46.21
	2.75
	3.59
	2.54
	2.58
	1.86

	North Carolina
	41.94
	0.88
	0.18
	0.58
	1.05
	1.51

	Ohio
	29.34
	1.47
	0.66
	1.02
	0.59
	0.59

	Pennsylvania
	28.26
	0.67
	0.84
	0.73
	0.43
	0.16

	Illinois
	28.13
	0.72
	1.01
	0.66
	0.89
	0.53

	New York
	23.28
	0.62
	0.46
	0.74
	0.69
	0.18

	Michigan
	21.60
	1.17
	0.91
	0.65
	0.54
	0.18
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	0.18

	Michigan
	21.60
	1.17
	0.91
	0.65
	0.54
	0.18



Major leaguers from the U.S. tend to come from smaller municipalities.  Here is data from Côte, MacDonald, Baker, and Abernethy (2006) from 907 players from 2002 and 2003 rosters, showing the proportion of overall (from the 1980 census, when most 2002-2003 major leaguers were young) and major leaguer population from different size cities.
	
	<50K
	50K-100K
	100K-250K
	250K-

500K
	500K-1000K
	1000K-2500K
	2500K-5000K
	>5000K

	Population
	26.4
	1.1
	9.6
	11
	12.4
	18.1
	11.4
	9.9

	ML Players
	37.7
	16.8
	17.8
	13.3
	7.1
	2.9
	6.7
	3.9


Cities of less than 250 thousand tend to overproduce, and those larger than 500 thousand underproduce, relative to population.


Beyond North America, the very beginning of the twentieth century saw the influx of those Cubans that could be labeled as “White.”  The proportion of MLB players who were foreign born was around 5 percent until the color line began to disappear in the early 1950s, after which it rose steadily to about 12 percent over the next two decades.  After staying steady for another two decades, it rose quickly to about 28 percent in the next ten years as teams became serious about searching for talent overseas, and remained around there through 2016 (these data from Russell Carleton, 2017p).  More specifically, MLB integration ushered in more of Latin America; Mexico and Puerto Rico in the 1950s, the Dominican Republic in the 1960s, and Venezuela in the 1980s.  Since Ojala and Gadwood's report, East Asia and Australia have become fertile grounds, and there have been major leaguers from Europe and South Africa (see Schmidt and Berri, 2005, and Schmidt, 2021, for data on players from outside the U.S.).  Osborne (2007), reporting on six nations that have been producing major leaguers for quite some time – Canada, Cuba, the Dominican Republic, Mexico, Puerto Rico (not technically a nation, but certainly functioning as one in this context), and Venezuela – noted tendencies for specialization.  Canada and Mexico have tended to export pitchers, whereas the Dominican, Puerto Rico, and Venezuela have produced relatively few.  Of these, the Dominican has concentrated on righthanders, and Mexico in lefties (upon seeing this, Fernando Valenzuela and Teddy Higuera came readily to my mind).  There was no evidence of bias toward or away from strikeout or control pitchers.  Turning to position players, the hitters produced by the two pitching-rich countries have tended to have relatively poor batting averages whereas two of the three pitching-poor countries (Puerto Rico and Venezuela) have tended to excel here.  The Dominican and Venezuela not surprisingly have rather obviously overproduced middle infielders, and Venezuela catchers, and underproduced at the infield corners and outfield.  Puerto Rico has also been high in middle infielders and catchers although not noticeably low elsewhere.  Canada has been short on both corner and middle infielders.


Laband and Lentz (1990) examined rosters for the 1979 season and noted that, of 1147 players who appeared in games that year, 47 were sons of former major leaguers.  Based on those data, they noted that the odds of a former player’s son making it to the big show were about 50 times greater than for a first generation player.  There were not much in the way of performance differences at the major league level between first- and second- (or third-) generation players.


Finally, based on their birth place and using every player who appeared in at least one 2016 game as their sample, Cairney, Chirico, Li, Bremer and Graham (2018) determined that the Canadian-born were far more likely to be lefthanded hitters (69.2% if switchhitters are considered lefty; 66.7% if not) than U.S., Dominican, or Asian born (all less than 40%). The Canadian proportion was partly a function of small sample size, but remained higher (53.2%; 51.7%) for all players from north of the border since 1917. There were, however, no corresponding difference in throwing hand, making nurture a more likely explanation than nature. Their proposed reason; a greater likelihood for Canadian ballplayers to have once played ice hockey, in which the development of a lefthanded shot is encouraged. They have no evidence for their proposal; a survey of players would be useful here.

Birth Date

Turning to a different demographic factor, birth dates have a significant impact on the chances of playing in the major leagues.  The earliest work in this area looked at organized youth baseball as the source of this effect.  The Little League uses August 1st as the cutoff for player age, such that those who are born between August 1st and December 31st in one year are playing with and against those born between January 1st and July 31st of the next year.  The former group are thus several months older than the latter and so have a possible performance advantage during their Little League experience for this reason.  The issue at hand here is whether this advantage continues through to the major leagues.  
Daniel and Janssen (1987) were the first to study the issue with a sample of 682 major leaguers from 1985 and claimed that there was no such effect; but it turned out that they had categorized birth months incorrectly, starting their season on September 1st and ending it on August 31st.  Thompson, Barnsley, and Stebelsky (1991) combined the Daniel/Janssen sample with 837 players on MLB spring training rosters in 1990, divided the year into quarters (August to October, November to January, February to April, and May to July) and found evidence in favor of the birth date advantage, with the first of these quarters highest (28.6% and 29.2% in the respective data sets), the second quarter next (27.3% and 25.2%), the third quarter after that (23.2% for both), and the fourth quarter bringing up the rear (21.0% and 22.5%).  


This birth date advantage finding has been replicated repeatedly; by Stanaway and Hines (1995; 1994 data; they claim no effect but eyeballing the data shows it clearly), Grondin and Koren (2000; from 1871 to 1992 for the 19th century in general and each 20th century decade except the 1920s and 1930s, and for Nippon League players in 1998), Abel and Kruger (2005; 1880-1999); Côte, MacDonald, Baker, and Abernethy (2006; 2002 and 2003 MLB rosters), Abel, Kruger, and Pandya (2011; 1943 to 1954), Zhang, Lemez, Wattie, and Baker (2018; 1871 through 2014, noticeable for some decades and not others), and Pete Palmer (major league players born between 1960 up to about 2000).  Two additional studies noted the same tendency for players taken in the free agent draft; Sims and Addona (2016; top fifty rounds from 1987 to 2011), and Herring, Beyer, and Fukuda (2021; 2013 to 2018).  Abel, Kruger, and Pandya purposely picked 1943 to 1954 to allow for a direct comparison with the All American Girls Professional Baseball League.  There was no comparable impact here, with the fourth quarter (108 players) almost the same as the first (110).  As girls did not have their own Little League teams until 1974, this finding does not disconfirm that as an explanation.

It should be noted, however, that three of these studies discerned the same statistical tendencies occurring well before Little League began; Abel and Kruger (2005; every twenty year period beginning with 1900 to 1920), Grondin and Koren (2000, as stated above), and Zhang et al. (2018; most decades between the 1880s and 1980s).  Abel and Kruger believed that the best overall explanation for the birth date advantage is the seasonality of births, which at least between 1947 and 1975 was highest in August and September and lowest in April and May (Seiver, 1985).  Yet, in their data, the birth date impact was far stronger in the 1980 to 1999 period, for which they do accept the Little League explanation.  Even more so, the effect in Zhang et al. strengthened considerably starting in the 1950s, the true start of the Little League era.

In addition, although Zhang et al. (2018) uncovered no career length differences associated with birth month, they did discover distinctions in average MLB debut ages (24.14, 24.21, 24.27, 24.35).  Along those lines, Sims and Addona found that the odds of a player of a given age drafted in the top five rounds playing at all in the majors are much less (69%) of those for a second player one year younger than that first player, and still somewhat less (89%) of those 100 days younger than that first player on draft day, with substantially the same tendency for both top 10 and top 50 rounds.  This “youth will be served” effect mostly washes out for the number of games played in majors, with the respective percentages for one year and 100 days at 92% and 94% respectively, and at 89% and 95% for career WAR.  Zhang et al. and Grondin and Koren (2000) also unearthed no birth date effect for left-handed hitters and the latter authors also for switch-hitters, which they claimed to be consistent with the idea that those with talents particularly relevant to a sport can overcome it. 
Ethnicity


Due to its supreme importance, one final demographic issue, ethnicity, is deserving of its own section.  There is a lot of research on the influence of “race” in baseball.  Race does not equate well with ethnicity, as one cannot examine the related issues without distinguishing Hispanics, who cut across racial categories, as its own group.  Beyond that, this is not the forum for a discussion as to whether race is a biological fact or a cultural concept only; I will be treating it as the latter and, as such, not use the term “race” again.  Analogously, I will not be referring to “Black” and “White” but rather to “African American” and “Caucasian American” as ethnic groups separate from Hispanics in the text, although I do in the diagrams in order to save space.


In either case, players perceived as “colored” or whatever term was then in fashion were barred from major league baseball from the 1890s until 1947; Hispanics were only allowed in if, through accident of birth, they were accepted as “White.”  Even after Jackie Robinson and Larry Doby, teams differed substantially in their willingness to integrate; it took the Red Sox until 1959 when public pressure resulted in Pumpsie Green’s call-up from the minors.  In the team evaluation chapter, I covered research relevant to team performance consequences of decisions whether to integrate.  In this section, I will cover the following three topics: the amount of participation by players of different ethnicities, the relationship between ethnicity and fielding position, and performance differences across ethnicities.  

Ethnicity and Participation


Based on a data set Pete Palmer sent me, which he put together with help from Stu Shea and Gary Gillette, I (Pavitt, 2020) have detailed information on the proportion of games between 1946 and 2018 played by Caucasian-Americans (denoted as “White” or “Non-Hispanic White” in the following figures), African-Americans (denoted as “Black” or “Non-Hispanic Black”), Hispanics, and Others (mostly Indigenous people of the United States at the beginning but now predominately Asian; see Mark Armour and Daniel R. Levitt, n.d., for a very similar data analysis, of which I was unaware until after I did the one reported here).
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In 1946, baseball was almost universally Caucasian-American, with 1.1 percent Hispanics labeled “White” and 1.9 percent Other.  The proportion of Caucasian-Americans drifted down to about 60 percent in 1970 and has been at about 55 percent since around 2000.  The now-well-known rise and fall of African-American major leaguers is evident, reaching the high-water mark of around 25 percent between 1970 and 1985 and dipping to about 10 percent starting in 2013.  Hispanics have taken up most of the slack; climbing to, and then leveling off at 13-14 percent between 1967 and 1987 but jumping over 34 percent on 2018.  The contribution of Other has only been above 3 percent once, in 2008.


In an email exchange with me, Pete provided some possible explanations for these patterns that I will expand upon.  For African-Americans, the rise was certainly a product of increasing opportunity; the fall perhaps influenced by the destruction of the African-American family and chaos of inner cities, along with the greater attraction of football and basketball.  When I presented this work at the 2019 annual meeting of SABR's Bob Davids (Washington, D.C.) regional group, an audience member brought up the fact that inner city neighborhoods tend to have basketball courts and the room for pickup football games, but rarely the space for a baseball field.   For Hispanics, increasing opportunity is certainly involved, particularly as scouting and player development (for example, the Dominican Summer League) have intensified.

Data suggest that, for some reason, Caucasian-American minor leaguers have historically had a somewhat easier time getting to the major leagues than other ethnicities.  Using Mark Armour and Dan Levitt's (n.d.) database mentioned above and controlling for offensive (OPS) and defensive (FRAA) performance, position, and age relative to level, Robert Arthur (2020b) determined that for players who eventually made it to the majors, Caucasian-Americans had a 22 percent chance to to be promoted from level to level (Low A to High A to AA to AAA to MLB) from year to year whereas other ethnicities (African-American, Hispanic, Asian) had a 19 percent chance.  As this multiplies at each level, the bottom line is 6.7 percent of Caucasian-American Low A players making it all the way versus 4.3 percent of the others, a stark difference.  Although starting out about equal, the non-Caucasian-American group tended to have better performance figures than the latter, which given their slower ascent suggests that they needed to do better than Caucasian-Americans to climb a step.  It is easy to see some form of discrimination as being relevant here, although another possible reason that I can think of is that teams have historically made a bigger financial investment in Caucasian-Americans (aka bigger bonuses) and so are more prone to give them the benefit of the doubt for that reason.


Keep in mind that the Armour/Levitt data go back to the beginning of baseball integration.  Although not quite an identical breakdown, for minor league seasons from 2005 to 2015, Russell Carleton (2020L) uncovered the fact that those from the United States (including Puerto Rico) and Canada made up a greater proportion of players at every level along the way than those from other countries.  Looking at Russell's graph, the former countries comprised about 75½ percent of Low-A'ers, 77½ percent of High-A'ers, 80 percent of AA'ers, and 80½ percent of AAA'ers.  However, after controlling for hitting and pitching performance, U.S./Canada players were more likely to be promoted at the Low-A level only and were less likely at the AAA level.  This latter finding makes discrimination a less likely explanation for these more contemporary seasons.  My guess is that the proliferation of Hispanic players at catcher and middle infield, where batting is relatively less important than at other positions, has some impact on the AAA finding.  Russell also noted that more non-U.S./Canada players wash out of the minors early on than those from U.S/Canada, about 20 percent per year at age 18 rising to about 30 percent at age 20 versus 5 and about 12 percent.  Russell believes that this is due to problems with acculturation for those from “foreign” countries.  However, that figure stays about constant for the non U.S./Canada group through age 28 and is still less than 40 percent at age 30.  For the latter group, the percentage matches that from the former group at age 24 and reaches 40 percent at age 26 and 50 percent at age 29.  I would hypothesize that this occurs by choice, as U.S./Canada players have more employment options outside of baseball than those from Hispanic-American countries.
Ethnicity and Position



Masked in the overall participation figures has been a noticeable association between ethnicity and position, which I will refer to as “positional segregation.”  Baseball has not been alone among team sports with such correlations.  In ice hockey, the significant distinction, at least until the influx of players from other countries, had been between English-Canadians and French-Canadians, with the former accorded more central positions excepting goalie.  In the other major North American team sports, the significant distinctions are between African-American and Caucasian-American, plus Hispanic in the case of baseball, and Hispanic and Other for soccer players.  (I could find no research on positional segregation for U.S. major league soccer, other than that it is the most diverse of the five.)


In an excellent review of work up to that time, Curtis and Loy (1978) credited Rosenblatt (1967) as beginning the conversation on this topic, the latter author having noted players of African descent to have been underrepresented as pitchers and overrepresented as outfielders in every season from 1953 through 1965.  Curtis and Loy presented a number of tables summarizing research findings up to that time, including among others studies by Dougherty (1976), Leonard (1977b), Leonard, Pine and Rice (1988), Loy and Elvogue (1970), Medoff (1977), Pascal and Rapping (1972) and Rosenblatt (1967), encompassing eighteen separate seasons between 1950 and 1975.  The data are clearly in support of the claim that positional segregation has been rampant in professional baseball.  Just choosing one of the set (the others are substantively the same), Loy and Elvogue examined players from 1956 through 1967 and noted that 19.5 percent of major leaguers over that time were of African descent; during that interim, these totaled 5.6 percent of catchers, 9.3 percent of shortstops, 10.3 percent of second basemen, 18 percent of third basemen, 19.4 percent of first basemen, and 32.1 percent of outfielders.  Note the similarity between this and both positional centrality and Bill James’s Defensive Spectrum with third base correctly ordered (see the Strategy Chapter); the only clear difference is the elevation of first base.  If we can accept Loy and Elvogue’s interesting assumption that catchers should get assists for their pitchers’ strikeouts, it turns out that the rank-ordering of assists per position exactly matched the ranking of African-American descent players per position just listed.  


One problem with some of these studies was the failure to distinguish Hispanics from African-Americans and Caucasian-Americans.  Loy and Elvogue made the attempt, and although their sample size was too small for clear conclusions, there is a glimpse of that fact, even then, Hispanics were at least slightly overrepresented in the middle infield.  Pattanyak and Leonard (1989) also noticed this trend, as (to her surprise) did Gonzalez (1996), discovering that Hispanics have been overrepresented at shortstop since the mid-1950s, at second base since the mid-1960s, and holding their own at catcher.  The inclusion of Hispanics as a separate category is critical for evaluating the proposed explanations for these disparities, as I will below.


The data set Pete sent me shows the extent of the ethnicity/position association over the years.  I begin with the overall distribution of games played by pitchers, catchers, infielders, and outfielders.  Pitchers, although comprising only one of nine positions, has not surprisingly made up a large share of the overall total, and as relievers have become a greater part of the game, this share has increased from about 20 to about 30 percent of the total.  In response, the summed four infield positions have dropped from about 40 to 35 percent and three outfield positions from about 30 percent to 26½.  Catching has also declined a tad, from over 10 percent to about 8. 
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When we classify by ethnicity, the bias becomes clear.  As the proportion of other ethnicities entering the major leagues increased during the 1950s and 1960s, the proportion of games for Caucasian-American pitchers rose to about 10 percent greater than for pitchers overall, with Caucasian-American outfielders falling about the same amount.  In the 2000s, the proportion of games for Caucasian-American infielders has dipped to noticeably less than the overall proportion.
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Simply put, African-Americans are outfielders, and are considerably less often found at the other positions.
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Again simply put, Hispanics are infielders.  The next chart makes that clear: 
[image: image5.png]Proportion of Games Played per Ethnicity -

Infielders

12

08

06

810C
ST0T
T10T
600T
9002
€002
0002
L66T
v66T
1661
8861
S86T
86T
66T
96T
€L6T
06T
L4961
¥961T
1961
8561
SS6T
56T
6V6T
96T

Black% Hispanic% Other%

White%





Note how in 2018 there were as many games played by Hispanic infielders as Caucasian-American infielders, despite the latter’s greater overall abundance.  Importantly:
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Hispanics are more and more becoming evident as catchers; their number of games played has almost caught up to those for Caucasian-Americans. As I write this, there are no African-American catchers in the major leagues.


There have been and continue to be too few Others for the data on positional segregation to make any sense. 

Proposed Explanations


Sociologists have put considerable work into examining this association under the concept of “stacking.”  According to Ball as cited by Curtis and Loy (1978), stacking is defined as the “assignment of a playing position, an achieved status, on the basis of an ascribed state,” with ethnicity the ascribed state relevant in sports.  Note that this definition works under the assumption that positional assignment is based on ethnicity and not some other factor.  The implication is that more “valued” ethnicities are more likely to occupy central positions; in baseball, the battery and middle infield in particular.  Another contribution of the Curtis and Loy (1978) essay is a review of such explanations.  Two are based on discrimination.  The first is sheer bigotry based on stereotypes of African-descent players as too dumb to play a position supposedly requiring smarts, a position argued with no apparent evidence by Smith and Leonard (1997). The second somewhat more subtly proposed that central positions require a lot of communication among players and this becomes problematic between players of different ethnicities (if so, then why not have a totally African-American battery or middle infield?).  


Two additional explanations do not begin with the presumption of discrimination as such; the first that central positions require expensive training and equipment that the underclass cannot afford (the “economic” hypothesis, favored by Medoff, 1977, 1986, 1987, and Sack, Singh, and Thiel, 2005), the second an interesting case of self-fulfilling prophecy in that young African-Americans acquired players such as Henry Aaron and Willie Mays as role models (and young Hispanics Luis Aparicio and more recently Ivan Rodriguez) and aspired to emulate them all the way down to position.  Proposals relying on psychological differences have included the idea that people of African descent are more prone than those of European descent to be attracted to roles in which they can work independently from others and the notion that the former are relatively better at reactive tasks (the outfielder reacts to the flight of the ball) and the latter at proactive tasks (pitchers and catchers preplan their strategy).  According to the Curtis and Loy (1978) review, both of these ideas have some support among the general population, although the second seems to be at least somewhat contradicted by outfielders positioning themselves before the play and catchers having to respond quickly to whatever occurs as the play unfolds.  One final proposal is that actual physiological differences exist between ethnicities such that those of African descent are better at running and jumping than those of European descent, which, whether or not true in the general population, is irrelevant to the tiny elite grouping from which major leaguers emerge.


Examining just the evidence concerning African-descent people versus European-descent people implies that some sort of racial discrimination is at work.  It is hard to evaluate the raw discrimination proposal, although Scully (1974a) presented some relevant data reprinted from the June 1969 issue of Ebony magazine, implying that the darker the skin of the African-descent player, the more likely that he was an outfielder.  In an explicit attempt to compare the economic, role model, and either of the discrimination explanations, Guppy (1983) looked at ethnic differences in positional changes for everyone with five years of MLB experience between 1958 and 1973.  Forty-seven percent of African-descent infielders were in the outfield five years later versus 26 percent of European-descent infielders, whereas 16% of European-descent outfielders were in the infield five years later versus 7 percent of African-descent; Guppy used the fact that there were no differences in batting average, runs scored, and fielding average between first year African-descent and European-descent infielders to argue that skill differences did not exist, leaving discrimination as the only viable explanation.  However, these performance indicators are mostly irrelevant; positional change is mostly a product of defensive skill, and teams back then probably used their informal observations of ability (which are bound to include perceptions of range) and not fielding average as the main basis for their decisions.  The issue of fielding actually came up in later work by Lavoie and Leonard (1994), based on sociological thinking that discrimination is more likely when there are less certain indicators of performance quality. It follows for the authors that stacking would be more likely for positions in which fielding (which is harder to measure with certainty) is relatively more important. This is clearly true for African-Americans, who have historically been underrepresented at catcher and the middle infield.  The same issue came up in Margolis and Piliavin (1999), in which the only performance variable that could account for any variance in the relationship between African-American ethnicity and stacking in 1992-1993 data was stolen bases.


At the time of Guppy’s (1983) work, there was reason to believe that Hispanics had status intermediate between Caucasian-Americans and African-Americans, as 17 percent moved from the infield to the outfield versus 9 percent in the other direction.  Having noticed this trend, Pattanyak and Leonard (1989) made just that hypothesis, and also speculated that they might have more success attaining managerial positions upon retirement than African-Americans.  However, as described above, by the time of Gonzalez’s (1996) work, it was evident that Hispanics were very well represented in the infield and at catcher.  This fact certainly contradicts the uncertainty and economic hypotheses, and unless it can be demonstrated that discrimination against Hispanics has decreased over time, is trouble for the discrimination proposals.  Complicating the issue is Margolis and Piliavin (1999), who discovered that, as a group, African-American players are bigger and Hispanics smaller than Caucasian-Americans.  This fits in with the assignment of the former to the outfield and the latter to the middle infield, but could be a product of selective opportunities for players based on size-based stereotypes for the three ethnicities.  In support, when combining size with ethnicity in models predicting position centrality, Hispanics were at that time discriminated against in the sense that they were more likely to be assigned non-central positions than Caucasian-Americans of equivalent size.  Sack, Singh, and Thiel (2005) replicated and extended this discovery, discerning that including indicators of speed (attempted steals) and power (slugging percentage) decreases although does not eliminate the impact of ethnicity on playing position.  As Pete pointed out to me, the problem with this account is that pitchers tend to be as big as or bigger in both height and weight than other positions, and so should feature more pitchers if size differences in ethnicities were relevant. 


In conclusion, positional segregation is a real phenomenon.  In my opinion, given the available data, the role modeling process is likely the best overall explanation for positional segregation, although a version of the discrimination idea in which ethnic stereotyping of African-Americans in particular as rarely capable of playing the most central positions cannot be ruled out, particularly in the case of catchers.


There have been a few other studies, none revealing much of anything new and flawed by not distinguishing Hispanics.  Medoff (1977, 1986, 1987) claimed to present evidence that stacking has decreased over time, but   any decrease is hard to spot in his tables, and, as Yetman (1987) pointed out in a telling criticism, Medoff offered no statistical tests to substantiate his claim. Christiano (1988) and Eide and Irani (1996) also demonstrated African-descent versus European-descent positional segregation.

Performance Differences


Offensive performance differences between African-descent and European-descent players has also been a popular area of research, but one with a complex background.  This issue was the main thrust of Rosenblatt’s (1967) article mentioned above.  This author noted that batting averages for African-descent players were consistently 15 to 25 points higher than those for European-descent players every year between 1953 and 1965.  Further, these differences were accentuated for regular players as compared to part-timers.  Others had analogous findings.  The most comprehensive of these is Leonard (1977a); examining data from 1947 through 1973, African-American players performed better than European-American players in batting average (.280 versus .261), slugging average (.455 versus .363), and home runs per at bat (.036 versus .024), but not in stolen bases per at bat (.019 versus .020).  Leonard (1977b) discerned similar differences during 1973 and 1974, along with RBIs but not fielding average.  Replications with basically identical findings include Bloomberg (1972), in which players of African descent outhit players of European descent players in the 1970 National League by such a wide margin (BA of .281 versus .262) that team batting average was correlated .63 with the percentage of African-descent hitters on the team, and Gwartney and Haworth (1974), for batting and slugging averages between 1953 and 1959.

There are two possible reasons for this difference.  First, due either to personal bigotry (Rosenblatt’s proposal) or to the perception that fans do not want to see many players of African descent on their teams, these might only be acceptable roster additions if their performance is obviously better than analogous European-descent players.  In that vein, Lanning (2010) estimated that, based on the performance of the African-descent players occupying major league lineups between 1950 and 1953, the addition of one more getting one-ninth of a team’s at bats during those years would have increased scoring by 2.9 percent and team wins by an average of 2.42. This implies that the then-current African-descent players would have been improvements on analogous European-descent.  However, there was almost no impact of African-descent players on European-descent player performance. This seems to imply that African-descent were not sending poor performing European-descent players to the bench, which would have improved mean performance for the latter group. Rather, they seem to have been replacing average European-descent players when a lineup slot became empty and needed filling.  If true, this latter result is inconsistent with a simple discrimination explanation.

Second, stacking has lead to African-Americans dominating the outfield and designated hitter positions, which will inevitably lead to higher hitting indices as a group than infielders and catchers.  The best way to settle this dispute would be to compare performance data position by position.  Based on career totals for players active in 1967, Pascal and Rapping (1972) uncovered a consistent trend for both African-Americans and Hispanics to boast better batting averages than Caucasian-Americans, with the telling exception of Hispanic middle infielders hitting for slightly lower averages than Caucasian-Americans.  However, in observing differences in African-descent and European-descent batting and slugging averages in 12 seasons evenly spaced between 1960 and 1988), Lavoie and Leonard (1994) and Phillips (1983, 1991, 1997) noted such trends to have disappeared over time, to the point that European-descent players performed slightly better position-by-position in 1988.  

Given this important consideration, I would argue that all earlier research revealing racial differences in performance that did not make their comparisons position-by-position are fundamentally flawed.   Note that the findings reported above are what you would expect if African-descent players were overrepresented in the outfield. Complicating matters is that performance differences between African-descent and European-descent players have diminished over time.  Examining three-year intervals from 1948 to 1999, Goff, McCormick, and Tollison (2002) noted that the median slugging average for African-descent players was four to eight points higher than European-descent players during the 1950s and 1960s but had largely disappeared by the 1980s.  By 1987, according to Christiano (1988), mean batting averages for African-descent was the same as for European-descent players (.258 versus .256) but they averaged a few more home runs (10.04 against 9.16), not surprisingly as they still tended to be outfielders.  Jiobu (1988), examining players appearing in at least 50 games between 1971 and 1985, noted advantages for African-descent over European-descent players of 17 points in batting average, 33 points in slugging average, and 14 points in on-base average; note how much smaller these discrepancies are than those described in the previous paragraph. Newman, Zhang and Huang (2016) analyzed WARs for rookies with each of the 16 pre-expansion teams starting in 1959 (when the Red Sox finally integrated, the last to do so) and then every 8th subsequent year through 1999, in so doing avoiding expansion years and the first DH year. The differences were huge the first three years included (1.18, 1.09, and .82 for African-descent; .30, .36, and .27 for European-descent) but largely disappeared the last three (.22, .39, and .34 for African-descent; .40, .27, and .26 for European-descent). 

A better but more difficult analysis would use player’s last minor league season, with the data corrected for ball park and especially league differences. Surdam, Brown and Gabriel (2016) performed a comparison between AAA performance of African-descent and European-descent players the year before their promotion to the majors for 1951 through 1955.  Inconsistently with the authors’ expectations, African-descent players were more likely to be promoted than Caucasian-descent players given analogous performance by, and, here’s the issue, teams willing to have them at that time (the Phillies, Tigers, and Red Sox had yet to integrate). 

Eide and Irani (1996)’s work on African/European-descent performance differences is very suggestive.  They used an “offensive average” measure (bases gained divided by plate appearances) and a fairly complex defensive measure (for infielders, putouts plus two times assists minus errors plus double plays, all multiplied by .2, and then adjusted for league average; analogous measures for other positions) to represent position player performance, and ERA and strikeouts divided by walks for pitcher performance, in their comparison.  Using data from 1961 through 1990, they noted that the typical African-descent infielder and “benchwarmer” was a better hitter but worse fielder, typical African-descent outfielder was better at both, and prototypic African-descent pitcher slightly more run stingy, than the analogous European-descent players.  It is the fielding data I wish to concentrate on.  Recall that Guppy (1983) used fielding average as a defensive measure in the argument that there were no African/European-descent differences in skill.  Eide and Irani’s defensive measure is obviously a much better indicator of skill than fielding average, and implies that African-descent players might well be worse infielders and better outfielders than European-descent players, supporting a specialized skill explanation for stacking.  However, with four positions with distinctly different responsibilities lumped together as “infielders” and center not distinguished from left and right as “outfielders,” a much more specific position-by-position analysis is needed to better evaluate this point.
In 2007, Mark Armour took stock on the progress of integration up to 1986. At this point, the total proportion of MLB players whom he judged (apparently informally) as African-descent players had reached the high 20s, before it began its decline to about 10 percent in recent years. They were disproportionally stars, supporting the claim of discrimination against African-descent players closer to replacement level. Almost from the start, All-Star teams were disproportionally African descent, sometimes glaringly so (Mark noted that in 1965, they comprised 20 percent of all players but 38 percent of All-Stars) and accumulated a greater proportion of Win Shares. The latter was generally true for both years but particularly so for the National League, especially in the 1960s thanks to Mays, Aaron, Clemente, Frank Robinson until he was traded to the Orioles, Orlando Cepeda, and more. Unfortunately, Mark did not separate out Hispanics, which certainly by then was necessary for a more nuanced perspective.

Mark Armour and Dan Levitt (n.d.) performed the same sorts of data analyses as I did concerning ethnicity, player participation, and position.  They showed that African Americans have consistently produced a disproportionate share of WAR given their overall participation; see cut-and-pasted table on the next page.  In other words, Black Non-Hispanics have provided greater WAR per player than average, although the surplus generally decreased after the 1960s.  The proportion of Black Non-Hispanics per position has not changed much since about 1970.  Together, these could imply that fringe Black Non-Hispanic players were discriminated against fifty years ago but not as much now.
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Hispanics were ignored as a separate category until the Leonard studies (1977a, 1977b), In his first, comprehensive analysis encompassing 1947 to 1973, Hispanics had higher batting averages (.267) but lower slugging averages (.385) and home runs per at bat (.0199) than Caucasian-Americans, as one would expect given their overrepresentation in the middle infield.  Consistently, Jiobu (1988) noted Hispanics as having slightly higher batting averages but lower on-base and slugging averages than Caucasian-Americans.  In response to the perception that Dominican players do not practice good plate discipline because “you can’t walk off the island,” Robert Reynolds and Steven Day (2009) compared batting performance between Dominicans and Americans for the 1990 to 2006 interim.  Indeed, Dominicans did walk about two percent less often up to about 2002, but that difference had halved by 2006.  In contrast, after lagging behind, Dominicans consistently achieved higher batting averages starting about 1998 and slugging averages about 2002.  As a consequence, Dominicans had on-base averages about 20 points lower and registered about five percent fewer bases per plate appearance in the early 90s, but by 2006 the difference for the former was miniscule and the latter non-existent.

Turning to a related issue, Jiobu (1988) examined whether African-American position players had shorter careers than European-American players between 1971 and 1985.  Overall, the former actually had longer careers, but, after controlling for age, playing position, and BA/OBA/SLG, it was the latter who stayed in the majors the longest.  The author saw this as a subtle form of discrimination in which African-Americans were rewarded as long as they performed well but disposed of soon as they did not.  In contrast, Hispanic player careers were similar to those of European-Americans, equally long both without and with controls for age, position, and BA/OBA/SLG.  Extending these findings to 1960 through 1989, Don Coffin (1991) noted that African-American and Hispanic players had a greater proportion of possible playing time per season that European-Americans, implying that they were more likely to be regular players.  Further, the “subtle form of discrimination” that Jiobu uncovered for African-Americans did not begin until 1976.  Contrary to Jiobu, Don noted analogous discrimination for Hispanics.  The implication is that minority players who were regulars were not victims of some form of racism but those that were backups were.  Don interpreted this as the imposition of a quota position that took effect when the proportion of minorities hit about 40 percent, after which it was maintained by limiting the number of minority backups.  The 40 percent figure was actually reached by 1970, as can be seen in the diagram back on page 6.

What about pitchers?  Jones and Hochner (1973) first uncovered evidence for better performance for African-descent than European-descent players during 1971 in terms of hits and strikeouts per inning and strikeout/walk ratio.  Bloomberg (1972) noted slight and statistically insignificant difference in earned run average among pitchers appearing in at least 25 games in 1970 (European-descent, 3.76; African-descent, 3.52).  In his comprehensive work, Leonard (1977a) noted higher winning averages for African-Americans (.545 versus .499 for Caucasian-Americans and .504 for Hispanics) and strikeouts per inning (.60 versus .48 and .51) but barely for ERA (3.90 versus 3.98 for Caucasian-Americans; Hispanics equaled African-Americans at 3.89).  By 1974 (Leonard, 1977b), the African-American versus European-American ERA and strikeout differences remained, although Hispanics had performed equally well as African-Americans and Caucasian-Americans issued fewer walks than the other two.  Eide and Irani’s 30-year analysis also uncovers ERA advantages for African-descent starters and relievers over European-descent players, although European-descent starters had better strikeout/walk ratios (another indicator of better control).  Given the direct positional comparison, flat-out discrimination may have occurred for pitchers at least in the past.

The Draft


What is alternatively referred to as the Amateur Draft and the First Year Player Draft has been a popular research topic.  Bill James (1985 Abstract, pages 168-170) was apparently first once again, providing some early evidence that college players were undervalued in the amateur draft relative to high school players. Based on subsequent performance, he estimated the long-term value (based on on-field performance) of the top 50 draft choices for the first twenty years of the draft (1965-1984), determining that the #1 spot on average provided 8½ times more “return on investment” than the #50 slot. His results revealed that college students were more likely to make it to the majors than high school students, and the long-term player value relative to draft position had been twice as great for the former than for the latter.  Bill also learned that players from southern U.S states were overvalued relative to northern states, and that pitchers drafted in the first ten slots were poor long term risks. With research-oriented teams coming to similar conclusions, much of this became “common knowledge” among them and influenced drafting by the more savvy clubs (including the Moneyball A’s). 
Amateur Draft Success Rates

Reflecting Bill's primary interest, the most heavily studied relevant area has been success rates of various types, most notably making the majors and, assuming that, subsequent performance, classified by draft round.  The average value of the positions in the draft can be modeled as a negatively decreasing curvilinear function, defined by the reciprocal of the square root of the position (Jazayerli, 2012). This makes the historical difference between the first and second positions many times greater than the difference between the 101st and 102nd positions.   Rany Jazayerli (2012) and Jeff Zimmerman (2016) described it as the following: the #1 position on average has twice the long term value as the #4, three times the long term value as the #9, four times the long term value as the #16, and so on.  Graphing it results in a fairly smooth curve looking like a ski slope becoming shallower as it progresses from start to finish.


The following examples show the specific questions that researchers have examined concerning amateur draft success.  Keep in mind when going through these that most of the studies mentioned included data sets ending in a season in which at least a few of the players included were still playing.  As a consequence, the career value of those were still to be determined.  Starting at the most macroscopic level, Baseball America editor Jim Callis (n.d.) posted on the publication’s website breakdowns of the odds of draftees making the majors and, if so, achieving certain statuses as major leaguers, although unfortunately Callis failed to define the criteria for each status.  Overall, of 2115 draftees between 1990 and 1997, 67.1% never appeared in the majors, 17.1% had mere “cups of coffee” (his example, using former Angels, was Phil Leftwich) 7.8% were fringe players (Jorge Febregas), 5.1% regulars (Brian Anderson), 2.1% good players (Garret Anderson), and 0.9% stars (Troy Percival).  


Richard Karcher (2017) and Russell Carleton (2017w) presented data concerning the probability of players drafted and signed in round one through ten appearing in the majors; Richard between 1996 and 2011 with the odds through (I believe) 2016, and Russell for 2003 to 2010 with odds through 2016.  Richard also included later rounds in combinations:

	Round
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11-15
	16-20

	Karch.
	66.7
	49.4
	39.7
	35.0
	33.3
	24.4
	20.4
	19.6
	17.8
	17.5
	12.7
	9.9

	Carle.
	72.3
	50.4
	46.2
	37.1
	32.9
	29.2
	21.3
	17.9
	17.9
	19.3
	-
	-


Consistently with Bill James's (1985) early analysis, note that both approximate the “ever shallower ski slope” relationship, as do Richard's probabilities for these players lasting at least three years in the majors and Russell's for at least five:
	Round
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11-15
	16-20

	3+
	46.8
	31.5
	21.6
	18.6
	18.6
	10.6
	9.0
	9.3
	7.8
	8.3
	5.2
	4.4

	5+
	25.1
	14.1
	9.2
	5.0
	4.2
	4.6
	5.4
	3.8
	2.5
	2.9
	
	


Also note that the odds on the earlier rounds were higher in Russell's findings than in Richard's, a possible indication that either due to better drafting or improved minor league development, teams were doing a better job of getting these players into the majors.  In this vein, for the sake of comparison Richard added to relevant diagrams a now-unavailable study by the founder of Baseball America, Allan Simpson, with a similar curve but lower values yet for he first four rounds during 1965 through 1995.  Finally, here are Spurr's (2000) data for the earliest years, those drafted between 1966 through 1968:
	Draft

Pos.
	1
	51
	101
	151
	201
	251
	301
	351
	401
	451
	501
	901

	Odds
	.444
	.331
	.243
	.178
	.131
	.099
	.077
	.062
	.051
	.044
	.039
	.036


These are lower still.


Based on draft position data from 1965 to 1995, Scott Berry (2001b) found that the odds of becoming an All-Star in the four major sports (MLB, NHL, NBA, NFL) also approximated that function, with a probability of 40 percent for the first draft position, 15 percent for the 10th pick, and a bit less than 10 percent for the 25th.  Others studying this issue with analogous findings included Matt Swartz (2010f;  all rounds 2007-2009), Mike Rosenbaum (2012; unclear which years were included) and Gabriel Chandler and Simon Rosenbaum (2018; top 50 rounds 1976-2000). 

The same sort of dropoff occurs even within just the first round.  Nate Silver (2005f) attempted to establish an average WARP for first round draft picks for each season before free agency.  He defined a player's first season as including all seasons until the player had 200 career at bats or 50 career innings, and subsequent seasons as including all that summed to at least 150 AB or 35 IP.  So imagine following part-time player.

1990 – 100 AB  Counts as the first part of season 1

1991 – 150 AB  Counts as the last part of season 1

1992 – 100 AB  Counts as the first part of season 2

1993 – 100 AB  Counts as the last part of season 2

Inclusion in the data set ended after the eleventh season after draft class.  The following is based on 1989 to 1994:
	Draft Picks
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5
	Year 6
	Total

	1-7
	2.11
	2.37
	2.44
	2.99
	2.56
	1.94
	14.38

	8-15
	1.53
	1.94
	2.44
	1.94
	2.73
	1.80
	12.37

	16-25
	1.37
	1.92
	1.85
	1.67
	1.70
	1.32
	9.84

	26 and up
	0.87
	0.90
	0.80
	0.63
	0.53
	0.35
	4.08


With exceptions, the earlier the draft pick, the greater the value.  The dropoffs in the last year or two are largely due to players whose careers were shorter than seven years, and so received zeros in the data set for subsequent seasons.   Koz, Fraser-Thomas and Baker (2012) examined the relationship between draft position and number of games played in the majors, using 1059 players drafted between 1980 and 1989 in the first 15 rounds who played at least one major league game. They determined that the game appearances by position players was significantly higher for first rounders (about 900) than for lower rounds (about 600 for the next several rounds). Pitchers, in contrast, did not show any huge difference among specific rounds but rather a slow decrease in appearances as rounds became later. 

Researchers have touched upon several more specific draft-related issues.  Here is a further breakdown of Karcher's (2017) 1996-2001 data, pitting those drafted after high school against those drafted during or after college, again first for making the majors and then for remaining for at least three seasons.

	Round
	H.S. Pitchers
	H. S. Position players
	College Pitchers
	College Position players

	1
	59.9
	56.7
	71.7
	78.2

	2
	46.0
	34.4
	52.3
	67.3

	3
	41.2
	31.4
	41.9
	43.2

	4
	31.8
	30.0
	34.8
	41.6

	5
	38.7
	26.7
	30.3
	37.8


	Round
	H.S. Pitchers
	H. S. Position players
	College Pitchers
	College Position players

	1
	33.9
	46.9
	50.0
	60.9

	2
	23.0
	25.6
	34.4
	44.2

	3
	25.0
	17.6
	18.3
	26.1

	4
	20.4
	14.4
	17.4
	22.1

	5
	20.9
	10.7
	16.9
	23.6


Again replicating Bill James's early work, college players were generally more successful than high school players at both making it to the big show at all and at sticking around for a while.  In Jim Callis's (n.d.) 1990-1997 data already mentioned, college players were a bit more likely to make regular or better status than high schoolers (8.7% versus 8.4%, with junior college only 2.3%). In his report on all players drafted between 1966 and 1968, Spurr (2000) concluded that players from “elite” college programs were the most likely to appear in major league games, followed by junior/community college, “non-elite” colleges, and high school bringing up the rear.  There was no difference among teams (except the Phillies were unusually unsuccessful during that stretch), and teams had less luck identifying catchers and third basemen of major league caliber.  Shughart and Goff's (1992) research provided complementary data for drafted players who played in the majors in 1989.  Pitchers who went to four-year colleges spent an average of 4.72 years in the minors, compared with 5.14 for pitchers out of high school and 5.50 years for pitchers out of two-year colleges.  Position players differed some: 4.32 years for four-year colleges, 5.41 for two-year colleges, and 5.52 for high school.  In addition, as minor leaguers four-year college men spent less time of the disabled list (probably due to greater physical maturity).  Providing evidence that teams were aware of these tendencies, Caporale and Collier (2012) uncovered a trend for a smaller percentage of draftees to be high schoolers during the first three rounds from 1965 to 2010.  Dayn Perry (2006b) concluded that the percentage of high schoolers and college students among the top 100 draftees who signed who appeared in the majors remained about the same when comparing 1984-1991 with 1992-1999 (h.s., 41% vs. 39%; college, 60% vs. 57%).  In contrast, whereas the average WARP for high school-only position players (4.31 vs. 5.00) and pitchers (3.43 vs. 4.52) increased from 1984-1991 to 1992-1999, those for college position players (9.53 to 8.53) and pitchers 7.63 vs. 5.26) decreased between those time spans.  This implies that the performance gap between the two might have been closing.

Looking at Karcher's (2017) data displayed above a different way, college position players were more successful at making and staying in the majors than college pitchers.  In contrast, high school pitchers were more successful at appearing in the majors than high school position players, and in staying there for rounds 3 through 5.  One other thing to notice here; the probabilities did not differ for high school pitchers across rounds as much as they did for the other four categories.  Ignoring the college/high school distinction, Nate Silver (2006e) discovered that seventeen pitchers who once ranked in Baseball America's Top 50 had an average PECOTA attrition rate of 48 percent in 2010.  For 25 position players, it was only 29 percent.  Keep in mind that attrition rate is not only due to injury but benching and demotion due to poor performance.

Paul Covert's (2002) study of major league VORP for 1990-1997 draftees through 2001 provides another contrast.  U.S. college (6.9) and foreign-born (7.4) left-handed pitchers outperformed their right-handed counterparts (4.1 and 5.9 respectively).  Although once again lower overall, there was no difference between U.S. high school lefties (3.2) and righties (3.1).  Jim Callis (n.d.) also observed that the odds of reaching at least regular status between 1990 and 1997 were strongly position dependent; as high as 17.8% regular or better for second base but just 4.8% for left handed pitchers (righty pitchers were 8.2%), with the other positions between 6.9% and 10.8%.

A factor that leads to expectations either above or below the prediction afforded by all of the above is the age of the draftee.  Even a few months difference can have a large impact.  Rany Jazayerli (2012) divided 846 high school position players drafted in the top 100 positions between 1965 and 1996 into quintiles based on their age.  The youngest group, those less than 17 years 296 days on draft day, delivered almost 25 percent more WARP than that expected for their draft position, whereas the oldest group, those more than 18 years 200 days, produced 32¾ percent less than what would be expected.  Jazayerli compared the difference between major league production for high schoolers born a year apart to the expected difference between the #5 and #8, #12 and #25, or #28 and #100 positions.  There was an analogous but weaker effect for college position players, with a year in age equivalent to the expected difference between the #47 and #100 draft positions, and for college pitchers. In contrast, the impact of age on high school pitchers’ careers was relatively small.

Pre-Amateur Draft Injury and Workload


The prevalence of UCL reconstruction among high school and college pitchers has increased markedly over time, and the outlook for pitchers experiencing the procedure is certainly a concern for organizations at draft time.  Wymore, Chin, Geary, Carolan, Keefe, Hoenecke, and Fronek (2016) compared each of a set of 38 pitchers chosen in the amateur draft between 2006 and 2010 who had already had Tommy John surgery with three pitchers also drafted in those years with no surgery (114 total) and matched on height, weight, and amateur level (high school, 2 year college, 4 year college). There was little difference in subsequent performance between the injured and not, and, if anything, the injured pitchers were more likely to make it to the majors (34.2% versus 25.4%), threw slightly harder, and were less likely to have UCL tears afterward (10.5% versus 15.8%). The implication is that pre-draft UCL surgery is not an impediment to a successful pitching career, and two other research groups have replicated it. Camp, Conte, D’Angelo, Fealy, and Ahmad (2018b) studied every pitcher who had UCL reconstruction while in high school or college and then were drafted between 2005 and 2014. These turned out to be equivalent in performance, and actually progressed through the minors and were more like to appear in the majors (20% versus 12%), as compared with a matched set of pitchers without pre-draft UCL surgery.  Griffith and Duralde (2019) examined 88 pitchers drafted by Braves between 2010 and 2016 and found that pitchers with pre-draft UCL survery were just as likely to make it to AAA or majors as a matched set of drafted pitchers with no surgery, and were actually more likely to last three or more seasons.

Other injuries also appear to have no long lasting performance repercussions, but do appear associated with greater odds of future injury.    Ramkumar, Navarro, Luu, Haeberle, Karnuta, Stearns, Soloff, Frangiamore, and Schickendantz (2019) examined data for all players considered for the draft by the Cleveland Indians 2014-2018.  Of these, 1258 were drafted by some team; of these, 922 had pre-draft injuries, and 538 of which required surgery.  Although those injured were less likely to be drafted t

han those not, for those that were drafted injury status was not related with BA for position players or ERA for pitchers.  Chauhan, Tam, Porter, Challa, Early, D'Angelo, Keefe, Hoebecke, and Fronek (2019) looked at 119 pitchers and position players drafted between 2004 and 2010 with previous shoulder injuries.  In 2016, there was no consistent difference in highest level of advancement, and in fact 23 percent of the injured appeared in majors vs. 21 percent of matched controls.  However, the pre-draft injured were more likely to be on the DL for another shoulder injury (30% versus 20% for the controls).  Fifty-four of the sample were pitchers, and the 34 of these operated on pitched fewer innings on average than both those injured but not operated on and the controls, but not fewer games; in other words, they were more likely to become relievers.  The injured and operated on's WHIP was the same and their ERA was actually about half a run lower on average than the other groups, the latter a result of becoming relievers.  Porter, Yang, Chauhan, Early, Challa, D'Angelo, Keefe, Hoenecke, and Fronek (2020) explored 22 pitchers and 18 position players drafted between 2004 with a pre-draft tear of the anterior cruciate ligament (ACL), located in the knee. There was no difference between injured and matched controls in level of advancement, and in fact more of the injured played in the majors (18%) than controls (13%), with previously injured position players (448½ games vs. 330½) and pitchers (97½ vs. 74 games) more active, and performance even. However, the previously injured were far more likely to have subsequent knee injury (25% vs 6.7%), and if injured spent more time on DL than not injured.


High school pitcher workload is a different story.  Different states have different regulations (or none at all) concerning pitcher workload in high school.  Russell Carleton (2014g) wanted to know whether these regulations impacted later major league injury history.  Russell used the same data set (2012 pitchers) that he used in Carleton (2013h, which will be in the next version of the Pitching Issues chapter), and included a large set of controls, including injuries and workload as a professional pitcher. The following table shows the average impact of regulation, and if those regulations mandated a rest period after extended usage, in the original home state for each included pitcher (assuming that the pitcher went to a high school in the same state in which he was born, which will not always be the case).
	
	State has regulations
	State has mandated rest

	Event
	No
	Yes
	No
	Yes

	Spent time on DL
	39.8%
	30.4%
	33.3%
	27.8%

	Shoulder Injury
	20.5%
	18.3%
	19.1%
	17.3%

	Elbow injury
	16.8%
	10.3%
	11.9%
	10.1%

	Had Tommy John surgery
	3.7%
	2.8%
	3.2%
	2.0%


It is clear from these data that state regulations and mandated rest decrease the prevalence of future injuries.
Where Drafted Players Come From
Russell Carleton (2014i) explored the idea that major leaguers are less likely to come from cold weather climates, specifically New England.  The following cut-and-pasted table examines relevant data from 2002 to 2008 drafts.  The first three columns are consistent with the analysis in Russell's 2014h described just below.  “Expected MLB players” in the last column refers to the percentage of draftees from the U.S. who appeared in the majors relative to average among the listed regions.

	States
	Signing Bonus and Total WAR 
	Signing Bonus and Appearing in Majors
	Signing Bonus and 5 WAR
	Total Players Who Signed
	Percent Who Made MLB
	Percent of Expected MLB Players

	New England (ME, MA, NH, VT, RI, CT)
	.085
	.288
	**
	31
	22.6%
	57.5%

	Tri-State (NY, NJ, PA)
	.314
	.292
	.387
	63
	34.9%
	98.3%

	South Atlantic (DE, MD, WV, VA, NC, SC, GA, FL)
	.421
	.438
	.437
	466
	32.8%
	89.4%

	The Midwest (OH, MI, IN, IL, WI)
	.362
	.429
	.507
	124
	36.3%
	115.4%

	Mid-South (KY, TN, MS, AL)
	.351
	.338
	.400
	152
	40.1%
	113.4%

	Texas and Friends (TX, OK, AR, LA)
	.226
	.486
	.400*
	295
	37.6%
	101.2%

	Mountain West (MT, ID, WY, NV, UT, CO)
	-.340
	.011
	.327
	48
	22.9%
	79.7%

	Southwest (AZ and NM)
	-.017
	.453
	.232
	65
	47.7%
	134.03%

	West Coast (CA, OR, WA)
	.381
	.495
	.356
	400
	38.0%
	109.3%

	Texas only
	.177
	.530
	.406
	177
	36.7%
	94.2%

	Florida only
	.438
	.407
	.365
	191
	33.0%
	89.9%

	California only
	.375
	.485
	.359
	345
	39.1%
	111.6%


* = I wonder if this is a misprint as it duplicates that just above.

** – There were no players from New England drafted from 2003-2008 who put up more than five WAR.
The results are mixed.  New England and the Mountain West are cold climates, and consistently with the hypothesis the teams did a relative poor scouting job there.  In contrast, Tri-State area evaluators did better than those from the warmer South Atlantic region. Texas and nearby states held their own, and those in the Midwest, Mid-South, Southwest, and West Coast did very well. Russell asked several Baseball Prospectus scouting experts for possible explanations for the New England deficit, but most of the proposals do not generalize to the Mountain West, and I do not find them convincing.


Matt Swartz (2009h) performed a similar study but, surprising given the usual high quality of his work, not particularly well.

Amateur Draft Team Outcomes


Along with player success, team outcomes from the amateur draft can be examined.  Russell Carleton (2017; see also his 2014h for preliminary work) did a fairly detailed examination of the results of the amateur draft from the standpoint of teams. Rather than using draft position, he correlated what he thought was a better predictor of team evaluations of their draftees – individual signing bonuses as a percentage of the total spent on all draftees that year with three outcomes – total career WAR (I'm not sure which version), achieving at least 5 WAR, and  just appearing in a major-league game.  (Technical note; the latter two were binary outcomes and so the figures were actually pseudo-correlations). The relevant draft years were 2003 through 2008, and the outcomes were up to (I think) 2016, which of course means some incomplete careers were included.  The higher the correlations, the better job teams are doing in evaluating relevant talent.  Overall, the respective figures were .30, .38, and .43, indicating some but not a whole lot of success at pricing eventual player value across teams.  (As a comparison, the correlation for 2013 between salary and WAR for those making more than one million dollars was .23, implying that teams were doing even worse with valuing established players).  The following breaks those numbers down precisely:
	Category
	Total WAR
	5 WAR
	Making Majors
	Category
	Total WAR
	5 WAR
	Making Majors

	High School
	.21
	.30
	.43
	High School Pitcher
	.22
	.24
	.46

	College
	.35
	.42
	.47
	High School Position Player
	.20
	.35
	.43

	Pitcher
	.34
	.36
	.46
	College Pitcher
	.41
	.42
	.46

	Position Player
	.28
	.39
	.42
	College Position Player
	.31
	.43
	.48

	First Round
	.31
	.36
	.35
	Fourth Round
	.05
	.01
	.15

	Second Round
	.15
	.07
	.01
	Fifth to Tenth Round
	.08
	.12
	.12

	Third Round
	.01
	.14
	.09
	
	
	
	


Not much surprising here: higher correlations the easier goal is to achieve, college players a bit more predictable than high school. Also worth noting is that only first round money was diagnostic of future success; there just isn’t a huge difference in player skills between the beginning and end of each subsequent round.


Roach (in press) explored the 2014-2019 high school-player drafting tendencies of teams relative to their projected wins for the season, as estimated at sportsoddshistory.com). Those teams that underperformed tended to putt less money into high school talent compared with college than those who overperformed.  Performance in and of itself has little or no impact.  Also note that general manager tenure had a noticeable impact, with the overall tendency much stronger for those GMs with relatively less experience on the job.
	Performance relative to expectations in prior year
	
	Percentage of dollars going to HS players

	
	N
	All tenure levels
	Tenure 1 to 3 years
	Tenure 4 to 6 years
	Tenure 7 to 9 years
	Tenure 10 or more years

	Underperform by 10 or more wins
	50
	34.5%
	30.9%
	26.8%
	44.0%
	43.6%

	Underperform by 10 or more wins 
	50
	34.5%
	30.9%
	26.8%
	44.0%
	43.6%

	Underperform by less than 10 wins
	134
	40.4%
	40.0%
	38.7%
	39.5%
	44.2%

	Overperform by less than 10 wins
	150
	45.9%
	50.9%
	45.5%
	42.8%
	40.5%

	Overperform by 10 or more wins
	76
	47.3%
	56.6%
	45.0%
	37.3%
	44.8%

	All teams
	410
	43.0%
	46.1%
	40.7%
	41.1%
	43.0%


Barden and Choi (2021) noted that between 1987 and 2002, drafting high school players was more likely if teams had relatively small payrolls.  Finally, Argeris (2011) also provided an interesting argument concerning the impact of the draft on top (first three round) draft choices from outside of the U.S. The number of such draftees from Puerto Rico nosedived from the early 1990s for at least the next two decades, and the author argued that including PR in the draft resulted in less incentive for  major league teams to invest in player development there and thus an atrophied development system. Instead, the money went into the Dominican Republic and Venezuela, which saw their number of top draftees skyrocket. Canada is a different case; with an already well-entrenched player development network, MLB money was unnecessary, and the number of Canadian top draftees has also increased over the years.

Minor League Development


It is important to note here that all of the research reported in this section occurred before the 2021 reorganization of the minor leagues.

Player Advancement and Success Rates


To summarize before I present the relevant data, very few minor leaguers get to see their major league dream come true.  Russell Carleton (2017b) looked at 2006 to 2011 minor leaguers and computed the odds that a minor leaguer playing at a given level was successful; see the accompanying table, which I produced using the numbers that were available in Russell's text.  The first thing to note about these probabilities is the relationship between age and minor league level attained; the younger the attainment, the more likely the player saw the big time.  Second, at a given age, the higher level, the more likely the player made it.  Both are indicative of the fact that more raw talent translates into higher level assignment at an earlier age.

	Age
	Level
	Number
	Appeared

	18
	Rookie
	700
	9.4%

	18
	More advanced
	64
	62.5%

	21
	Rookie
	587
	6.3%

	21
	Low A
	500
	13.2%

	21
	High A
	324
	34.6%

	21
	AA
	113
	64.6%

	21
	AAA
	35
	82.9%

	25
	High A
	260
	2.3%

	25
	AA
	?
	10.0%

	25
	AAA
	?
	43.4%


This second table, estimated off of a graph, shows approximate odds that players reaching AAA at a given age made it up that final level; it has the same implication as the previous data.

	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30

	100%
	80%
	80%
	80%
	50%
	45%
	30%
	25%
	30%
	20%
	20%


The correlation between age and probability of promotion was –.44, which was better than that for OBA (.36) and SA (.40) and much better than walk rate (.17) and strikeout rate (.10).


In an attempt to establish predictors for eventual major league appearances, Chandler and Stevens (2012) analyzed the MiLB careers of all 1019 drafted position players between 1999 and 2002 who appeared in at least 15 minor league games, along with a secondary sample of draftees from 1995 to 1998. Basically, their aim was to see how well performance as measured by different standard indices at each of six levels (Rookie, low A, A, high A, AA, AAA) predicted an eventual major league career of at least 320 games, the equivalent of two full seasons.  Results: first, and not surprisingly, overall prediction improved markedly at higher levels over low.  What is most interesting are the differing impacts of various indices across levels.  The standard rate indices of BA, OBA, SA, and OPS were predictive at AA and AAA although not lower than that.  Walks per at bat and RBI were not predictive at any level.  At low levels two factors that did matter were draft position, as organizations were willing to give the benefit of the doubt to early picks.  Interestingly, and sensibly once one thinks about it, strikeouts per at bat and per walk were diagnostic for early draft picks; apparently, they were the best indicator that a player was being overmatched and, despite their draft round, a likely failure.  Longley and Wong (2011) attempted the analogous analysis for 1577 pitchers with at least 20 major league innings between 1986 and 2004.  Minor league rates for strikeouts, walks, and hits allowed aggregated across pitchers' minor league careers from A to AAA accounted for 72 percent of variance in a regression equation predicting major league ERA.  Strikeouts were the strongest predictor, accounted for 37 percent of this 72, walks second with 26 percent, and hits allowed third with 12 percent; more specifically, strikeouts were most diagnostic at A and the others at the higher levels.  Dayn Perry (2003) distinguished 27 current pitchers who at the end of 2002 who had at least 1000 innings with a park-adjusted ERA+ of at least 110 or 500 innings with an ERA+ with at least 120, as compared with 39 pitchers with at least 500 innings and an ERA+ of 95 or less.  Surprisingly, as minor leaguers the latter group, clearly inferior as major leaguers, had a basically identical K/9 (7.58 versus 7.50), better BB/9 (3.49 versus 3.74), but worse HR/9 (0.57 versus 0.48) and H/9 (8.31 versus 8.05).

Others have examined the issue from the standpoint of level-to-level progress.  Spurr and Barber (1994) looked at all 608 pitchers beginning minor league careers between 1975 and 1977, 15.5% of whom eventually appeared in a major league game.  Of 264 who began in a Rookie League, the majority (59.8%) advanced next to Class A, 36.0% left baseball, and the remaining 4.2% went immediately to levels higher than A.  Of that 158 who went from Rookie to A, 35.4% kept advancing to AA and 5.7% to AAA, whereas 12.7% returned to Rookie and 46.2% left baseball.  As for the 254 starting in A, 53.1% left baseball, 5.1% dropped to Rookie, 35.4% advanced to AA, and 6.3% higher (one unnamed pitcher directly to the majors).  The picture painted here was the tendency for pitchers to get a crack at Class A before teams gave up on them. Promotion from Rookie to A and demotion from A to out of baseball were related with ERA and SO/IP (obviously positively for the former and negatively for the latter), but that from Rookie to out of baseball were connected with SO/IP and BB/IP.  Speed of transition was related with time in Class A via an inverted-U relationship, such that the better performance the quicker a move up, the worse the performance the quicker a move down, and the more intermediate performance the longer the stay in Class A.  Movement was also faster for those with greater experience (as measured by past innings pitched) and older age, presumably an effect of greater information on the part of teams.

Black and Vance (2021) used multiple regression to examine the impact of draft position, performance (as measured by FIP compared to league average), and minor league level on promotion and performance for MiLB pitchers between 1987 and 2013, while controlling for age, college experience, years of professional experience, and whether repeating a level.  Overall, current year performance was the strongest predictor, draft position the second strongest, and prior years' performance also associated with next season promotion. Older and college players were slightly more likely to be promoted.  Current performance was also the strongest predictor of next season performance, with prior years' performance also a predictor, but draft position was not.  Both draft position and current performance became better predictors as the pitcher progressed from Rookie through A to AA and AAA, but less so for the AAA-to-majors jump.  The “years of experience” control was interesting in and of itself, with initial draft position a more important predictor than performance at first, but performance becoming relatively more important as years of experience increased up to year four.   After four years, promotion became less predictable.  These findings were pretty much the same for starters and relievers.


Russell Carleton (2021m) presented participation, performance, and promotion data for the Dominican, Mexican, Venezuelan, and Puerto Rican winter leagues for the 2016--2017, 2017-2018, and 2018-2019 seasons.  The following copied-and-pasted table shows the proportion of players in these leagues who were born in the U.S. (not including Puerto Rico).

	Player Type
	Hitters
	Pitchers

	Born in US
	21.1%
	27.9%

	Level in Previous Season
	
	

	MLB
	15.3%
	13.1%

	AAA
	8.8%
	7.0%

	AA
	15.1%
	12.8%

	High-A
	15.4%
	13.3%

	Low-A
	6.0%
	7.2%


Both major league hitters (OPS+ of 93 with minimum 100 AB) and pitchers (FIP- of 106 with 40 IP minimum) playing in these winter leagues were as a group a bit below average in MLB performance, whereas those in the minors were about average.  The next table displays the percentage of minor leaguers promoted to the next level from AAA, AA, and high A during either of the two seasons following winter league play:

	Level Promoted From
	Promotion Rate

	
	 Winter League Hitters
	 Non-Winter League Hitters
	 Winter League Pitchers
	Non-Winter League Pitchers

	AAA
	48.3%
	53.8%
	59.4%
	57.0%

	AA
	41.7%
	32.9%
	58.6%
	38.1%

	High-A
	61.8%
	44.7%
	64.3%
	49.9%


Winter play was clearly associated with greater promotion rates from High-A and AA, but not from AAA, although there was no parallel impact on next year OPS+ or FIP- controlled for whether or not level had changed.


Bill James (1987, pages 111-113) exploded a myth that was current at that time stating that young players were being advanced to the majors more quickly than ever before. For every major league position player appearing in 100 or more games in 1940, 1960, 1970, 1980, and 1986, he calculated both the minor league experience up to the season used in the study and the age (as of June 1st) of the player when they played their first at-least-100-game major league season. In each case, the mean number of games vacillated between 434 and 474 and the mean age between 23.6 and 24.4; and the oldest age and second most games (468) was registered in 1986. Clearly, at least at that time, there was no discernible trend concerning minor league experience.


There is an expectation of overall performance decrements as players rise through minor league systems. Chris Mitchell (2016; unfortunately, I cannot find the citation information) uncovered some very interesting tendencies concerning differences in the degree of these decrements were based on pre-professional background. It turns out that the transition between the lowest half-season leagues and those considered Low A at that time were tougher for non-American Hispanic (primarily Dominican, Puerto Rican, and Venezuelan) players than for North American high school- and college- experienced players.  The former group had the largest decline in walk rate, isolated power, and (slightly so) BABIP, and was tied for lowest with college players in strikeout rate. College players had the smallest declines in walk rate, and were tied with high school players on ISO and BABIP.  Age did not impact on these differences, only background. Debunking a myth, Chris noted no analogous differences between the college and high school groups based on warm (average of 70 degrees or more) or cold (less than 70) climate. Unfortunately, he failed to note the seasons these data represent.

Other Player Development Issues


There is evidence that as minor league players age, they are more likely to begin playing multiple positions i.e. are groomed as utility players.  Russell Carleton (2016k) presented the following cut-and-pasted table revealing the proportion of MiLB players logging 25 or more games at one or more positions in 2015; I am pretty sure that DH is not included:

	Age
	Played 1 Position (25+ Games)
	Played 2 Positions (25+ Games)
	Played 3+ Positions (25+ Games)

	18
	90.6%
	9.4%
	0.0%

	19
	91.8%
	9.2%
	0.0%

	20
	87.2%
	12.8%
	0.0%

	21
	86.7%
	12.8%
	0.5%

	22
	78.4%
	19.7%
	1.9%

	23
	68.7%
	28.2%
	3.1%

	24
	67.1%
	28.9%
	4.0%

	25
	62.9%
	30.3%
	6.8%

	26
	65.5%
	29.9%
	4.6%

	27
	59.6%
	32.7%
	7.7%


And what combinations of positions were the most likely:
	Primary Position
	Percent Who Played a 2nd Position (25+ games)
	Most Common 2nd Positions (in order)

	C
	4.6%
	1B

	1B
	18.3%
	3B, LF, RF

	2B
	28.2%
	SS, 3B

	3B
	26.5%
	1B, 2B, 3B*

	SS
	21.6%
	2B, 3B

	LF
	33.8%
	RF, CF, 1B

	CF
	31.1%
	LF, RF

	RF
	35.3%
	LF, CF, 1B


* - Obviously an error; perhaps he meant SS?


As Russell noted, catchers and first basemen tended to stay put, infielders remained infielders and outfielders remained outfielders. He also noted that, of the infielders, shortstops were less likely to play elsewhere despite the fact that capable SSs should be the most valuable utility guys.  Finally, guessing what positions players seemed to be adding if they were not staying at one, the “defensive flowchart” (Russell's term) did not quite reflect the Defensive Spectrum as one would have expected. In order of the corrected (third base before center field) Spectrum:

Catcher→First Base

Shortstop → Second or Third Base

Second Base → Third Base

Third Base → First Base

Center Field → Corner Outfield

Corner Outfield → First Base

and although not present here, I would assume First Base → Designated Hitter.  What we do not see are infielders adding the outfield, as the Spectrum and earlier research described above (Guppy, 1983) implies.  All of this is sheer speculation, as we would have to follow the pathway of individual minor leaguers as they age to really see the order in which additional positions are added.  In a follow-up (2016m), Russell uncovered no evidence that adding or changing positions had any impact on offensive performance in the 2010 to 2015 time span.  He was, however, very clear that absence of evidence does not mean evidence of absence, given all the problems with the data, such as players changing levels from one year to the next, players being told to work on specific skills rather than trying for peak performance, and sample size issues.

Once they make the majors, does playing with a losing team stunt further player development?  Russell Carleton studied this twice.  In the first of these (2010a), he took all 85 players between 1990 and 2009 with at least three 250 PA or more seasons at age 25 or younger and looked at their performance during three peak seasons (he used age 27 through 29; I would have used 26 to 28), and uncovered team performance in the younger years to have no impact on either SA or OBA during the older seasons. Russell revisited this again (2014r), this time using bWAR (see the Overall Player Evaluation chapter) from 1984 through 2013 to see the number of years it took for players to drop below either 100 PAs or replacement level performance.  This time there was some effect; for example, a player with a bWAR of 1 who had played with .400 teams over the previous three seasons had a 7 or 8 percent greater chance of dropping off the map compared with playing with .500 teams. Not surprisingly, the impact differed a lot across players.


Max Marchi (2013b) used the same umpire-calls-based model distinguishing between pitcher, batter, catcher, and umpire effects on ump calls for borderline pitches that he used in previous major league work (see the Umpire chapter) to estimate catcher framing effects in AA and AAA ballparks with PITCHf/x between 2005 and 2012, and determined that it correlated at a very diagnostic 0.58 with major league figures.  In short, minor league framing should predict major league framing fairly well.  Max (2012h) also calculated a small 

(–0.15) correlation between innings pitched in in the minors and pitcher OPS in the majors.  Max wanted to argue that pitchers become worse hitters the longer they stay in the minors, but conceded that this correlation could means that pitchers who get to the majors faster are just better athletes.


Nate Silver (2006h) used his Closer Efficiency Index (CEI), as defined in the Reliever section of the Pitching Evaluation chapter, to examine the “origins” of closers who have successful years, defined as a CEI or 50 or more.  Between 1985 and 2005 there were 131 seasons reaching that figure, 32 of which came from pitchers who had never had a 20-save season previously.  Of these, seven had previously been major league middle relievers, eight had been major league starters, and nine had been minor league relievers, and eight had been minor league starters.  Note how evenly these are divided among the four categories, implying that there may not be a primary path to closer success.  Here are the CEIs for these 32 in seasons subsequent to their “breakout.”
Category               

Year+1   Year+2   Year+3  Total
MLB Starter           

68.4       50.9       20.9      140.2

Minor League Starter  
48.4       43.9       31.2      123.5

MLB Reliever          

54.0       20.8       32.0      106.7

Minor League Reliever 
27.8       22.6       16.9       67.3
Note how former starters appear to have been more likely to have had continued success as relievers, particularly those already in the majors.  Nate speculated that this may be due to pitchers becoming relievers due to durability problems as starters.

Minors to Majors Projections

Another myth that needs to be busted is the idea that there is no relationship between minor league and major league batting performance.  In fact, one can predict major league performance in one year from minor league performance in the previous year as well as one can predict the former from major league performance in the previous year.  Bill James (1985, pages 5-12) once again was responsible for this insight, which at that time he considered the most important finding in his career.  His method for “translating” a hitter’s AAA performance in a given year into major league performance in the same year, or Major League Equivalency (MLE), works as follows:

1 – take the sum of runs scored and given up by the hitter’s minor league team and the same sum for the major league team the hitter would be playing with, and then divide the former by the latter.  This gives you a measure of the relationship between the run-scoring environments of the two teams without considering the inherent difference between AAA and the majors.

2 – multiply that ratio by 0.82, which Bill proposed as that inherent difference.  He called the product of this multiplication the “m factor.”

3 – multiply the player’s runs scored and RBI by the m factor.

4 – adjust the number of hits, doubles, triples, homers, walks, and strikeouts through specific formulas for each (see the original essay for them) related in various ways to either the m factor or its square (the “M factor”).

5 – adjust the latter results for specific ballpark effects (also listed in the essay). 


Subsequent projection systems were not limited to AAA.  Clay Davenport's Davenport Translations were first (1997) mentioned as a method for translating major league performance from one season's to another season's run environments.  Its greatest usefulness was in estimating both what a minor leaguer's performance in one league would have been in another minor league or in the majors and projecting the following three years of performance.  As described in Clay's 1999 contribution, he controlled for overall league offensive environment, ballpark, competition level (at approximately fifteen percent reduction for each level jumped), and age.  The goal for the same-season different-level estimation is, given a given player's Equivalent Average at the “actual league,” to estimate a batting or pitching line that produces the same EqA at the “destination league” (those were Clay's terms).  OBA and walk rate are calculated by taking the true figure and dividing it by the multiplicative product of the actual and destination leagues' overall rates.  The destination league guesstimate of walks then can be subtracted from the total plate appearances to provide a new figure for at bats.  Dividing that into hits, doubles, triples, homers, stolen bases, and caught stealing requires a balancing act based on factors such as player and league double/homer ratios.  Pitchers are done similarly through converting their performance into batting lines, but the relationship between leagues is complicated by the fact that fielding improves as one moves up.  The 2001 follow-up describes his Wilton forecasting system but concentrates on players with at least three previous seasons, so I am unclear how it would work for beginning minor leaguers.



Continuing in this vein, Clay (2002a) included a short piece in the BP annual summarizing the overall decline in offensive performance for jumping one level (short-season low A to middle A to high A to AA to AAA to majors) between seasons.  Overall, the decline is less for younger players than for older, probably because their skill level is increasing at a quicker rate and thus offsetting the better caliber of play at the higher level.  Ignoring the details, hitters below age 25 maintain more than 90% of their performance as they make these jumps.  There is one exception, however, as the AAA to majors jump decreases performance by more than 10%, belying the claim that the AA to AAA leap is the toughest.


At least in the early 2000s, AAA baseball translated to between 0.85 and 0.87 and AA to between 0.79 and 0.80 compared to the majors.  The Arizona Fall League was between those two, averaging about 0.84 between 2001 and 2003, which was roughly equivalent to the Dominican, Puerto Rican, Venezuelan, and Mexican Pacific winter leagues between 2000 and 2003 (Davenport, 2004a).  Clay also used his Translation method to estimate that in the late 1990s the factor for the Central and Pacific Japanese leagues was a quite high 0.94, well over AAA (Davenport, 2002e).  This is equivalent to the Federal League (1914-1915), the American League in 1901, and, after debuting at only .78, the peak value for the American Association during the 1880's.  In contrast, the 1884 Union Association only rated at 0.71, which would have equivalent in Clay's time to Class A.  In contrast, the 1890 Player's League equaled the N. L. at 1.01.  At the height of World War II, the majors were probably at approximately 0.90 compared with their pre- and post-war performance levels (Davenport, 2003).

Dan Levitt (n.d.) explained his own equivalency system in an unpublished essay.  His goal was to predict player performance in the average MLB ballpark at age 25.  You start with player performance and then weight it by the player’s age, level of league, and specific ballpark.   Level of league numbers were 0.78 for AAA, 0.75 for AA, 0.65 for high A, and 0.60 for low A.  Note the big jump from high A to AA and how the further jump to AAA is so small.  Age adjustments were:

	Age
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28

	0.00
	1.56
	1.43
	1.33
	1.24
	1.17
	1.10
	1.05
	1.00
	0.96
	0.93
	0.90



Academically and far less usefully, Henry and Hulin (1987) noted that their (unfortunately terribly flawed) runs produced measure defined elsewhere in this book for players’ last minor league season correlated .3 with those in their first major league season, .2 with those in their second, and less than that afterward.


Tom Tango (n.d.8) listed the following problems with how MLEs have been computed, which probably plague those just discussed:

1 – Selective sampling: only some players get the opportunity to play in the majors, and the reason for that opportunity may not be due to better performance than other minor leaguers but rather to scout recommendations, team need due to injury, etc.

2 – Sample sizes of performance are usually far lower for majors than minors, leading to very unequal variation.

3 – Regression to the mean, which is critical to successful prediction, is ignored.

4 – Different contextual factors that bias performance in either minors or majors, such as park differences or different playing opportunity, as newly called-up rookies may be platooned or backups for the first time. 

JAVIER

In a series of six webposts, Chris St. John proposed a method for predicting the likelihood of major league success that tried to overcome at least some of the problems Tom described.  In his first (2014), Chris compared the strikeout and walk rates relative to league average with Batting Runs for the Baseball America top 100 prospects logging at least 500 career minor league and 1500 career major league PAs from 1990 to 2007. Divided in to nine groups based on having high (more than 15 percent above league average), low (more than 15 percent below league average), or medium (between those two) rates, here are the results, divided into those deemed “productive” (0.01 Batting Runs per PA), “busts” (negative Batting Runs), and those in between:
	
	High Strikeout
	Medium Strikeout
	Low Strikeout

	Walks
	Prod.
	Aver.
	Busts
	Prod.
	Aver.
	Busts
	Prod.
	Aver.
	Busts

	High
	20%
	10%
	70%
	39%
	15%
	46%
	38%
	13%
	49%

	Medium
	11%
	2%
	87%
	27%
	10%
	63%
	24%
	17%
	59%

	Low
	9%
	5%
	86%
	19%
	11%
	70%
	20%
	12%
	67%


The first thing to note is how many busts there were. But leaving that aside, it is pretty clear that both rates singularly and combined were diagnostic of future MLB success.

JAVIER, proposed by Chris's in his second relevant webpost (2014a), is based on computing within-league (I assume) z-scores for walk and strikeout rate and isolated power, finding past players with comparable z-scores, and using those past players' later performance as indicators of the present players' future success as measured by VORP.  Here, to be productive, a player must have accumulated at least 1000 PAs with an average of at least .0275 VORP per PA. Busts either failed to reach 1000 PAs, or, if succeeding, be below –0.025 VORP per PA.  Average means between those two assuming the 1000 PAs.  Inclusion criteria were, in his words, non-pitchers who “have played a majority of their career after 1978, have had an MLB debut prior to 2010, or were in the minor leagues in 2008 and were 25 in 2013. The final criteria find those older players who never made the major leagues.” In this case, Chris subtracted the z score for strikeouts from that for walks, which was associated with the percent of total minor leaguers who became productive major leaguers, although my guess is not as much as it would have been if Chris had used the ratio instead.  ISO was an even stronger predictor.  Those with +2 in both of these measures had a 100 percent chance of being productive in the majors.

Next, Chris (2014b, 2014c) added level and age as corrections.  Then, Chris (2014d) included Brandon Heipp's aka Patriot's Speed Unit adaptation of Bill James's Speed Score metric, added components to correct for regression to the mean, and started using three-year league averages rather than one year to improve reliability.  He also changed the definitions for productive, bust, and average, but had realized that this sort of gross distinction is not as helpful as a predicted VORP score (JAVIER VORP) for prospect evaluation. The relationship between JAVIER and actual VORP for all included players at least 28 years old at that time (October 19th, 2014) was exponential, such that actual VORP increased ever more quickly as JAVIER VORP went up.  Chris also divided by position, finding that catcher JAVIER VORP greatly underestimated future actual VORP, which is not surprising as catcher offensive progress lags behind other positions.

Finally, Chris (2014e) came up with a version for pitchers, using walk and strikeout rates, percentage of games started, height, age, and handedness, with a regression-toward-the-mean correction.  The resulting z-scores are multiplied by a reduction factor (0.2 for low A and below, 0.3 for A and A+, 0.5 for AA, and 0.8 for AAA) to reflect the fact that so many once-promising pitchers fail along the way).  The JAVIER Score relationship with future fWAR was also curvilinear although not as strongly as that for batting.
Comparisons Across Minor League Levels


Irrespective of the development of specific players, minor league levels differ in their average performance characteristics.  Nate Silver (2006e) presented the following average strikeout rates for 2005: 8.4 for the two Rookie leagues (Appalachian and Pioneer), 8.0 for the two Short-Season A leagues (Northwest and New York-Penn), 7.6 for the two full-season low A leagues (Midwest and South Atlantic), 7.5 for the three high A leagues (California, Carolina, and Florida State), 7.3 for the three AA leagues (Eastern, Southern, and Texas), 7.1 for the two AAA leagues (International and Pacific Coast), and 6.4 for the two major leagues.  The decrease as competition stiffens is obvious.  The corresponding figures for homers per team per game increase, although there are some idiosyncrasies.  The Rookie League ballparks are relatively high latitude, which resulted a higher average (.80) than Short-Season A (.59).  Low A was at 0.73, High A at 0.84, AA at 0.80, AAA at 1.02, and the majors at 1.05.  Both Harry Pavlidis (2010, based on 2007-2009) and Clay Davenport (2011, based on 2010) noted ground-ball rates to be lower in higher levels, with Clay's data (grounders divided by total outs on batted balls) dropping from 0.55 to 0.56 for Short-Season leagues to 0.50 in the majors) and Harry's (grounders divided by all balls in play, which will be lower) from about 0.50 in the rookie leagues to 0.44 in AAA.  Harry also found this 0.06 slack mostly taken up by liners (increased from 0.14 to 0.18), with flies (0.28 to 0.29) and infield pops (0.06 to 0.07) hardly differing.  One last observation by Harry; since fielding improves as one moves up, the linear weight values of grounders decreased from –0.05 to –0.08 and of outfield flies from 0.12 to 0.06, with liners steady at around 0.35 and pops at –0.28. Clay in 2005 offered BABIPs per league 1996-2004, which all tell you something about relative fielding ability.  Between .318 and .322 between AAA and High A, they increased to .327 at low A and a much higher .348 in the Rookie Leagues.


More recently, Robert Arthur (2021j), with data for the first three months of 2021, calculated average fastball rates of 93.7 in MLB, 92.3 in Class A, 90.4 in college, and 89.6 in the independent Atlantic League, the last of these two standard deviations below MLB.  Robert claimed that the difference between the MLB figure and average MLB fastball in 2009 (92.2,  almost identical to Class A 22 years later) indicates an increase in velocity over time; but as Cliff Blau pointed out to me in an email, measurement differences could be responsible as speed was measured by PITCHf/x in 2009 and Hawkeye in 2021.  Turning to breaking pitches, the median major league curveball moved 7 inches down versus 5 inches in the “minors” (including the Atlantic League), and fastballs in the majors had an 0.4 inch advantage in movement.  Finally, minor leaguers were 10 to 20 percent more likely than major leaguers to throw a pitch more than two feet away from plate center, and the overall average distance from center was ½ inch more.  Turning to batters (2021k) and now (I am guessing) including the first five months of 2021, Robert reported that the maximum line drive velocity in the majors was 120 mph compared to 116 in Class A.  Fifty-six percent of major leaguers hit a line drive reaching 105, whereas only 41 percent of Class A'ers had.  Some of these differences may be with the ball, which has less resilience in Class A and AA than AAA and the majors.  Finally, Clay Davenport (2005) presented detailed comparisons across levels for major and minor league pitcher innings pitched, runs, hits, and homers allowed, walks, strikeouts, and BABIP.  
Minor League Systems


There does not seem to be much work relevant to the impact of farm systems on team performance.  Early on, Craig Wright (1982a) noticed a tendency for teams with the highest and intermediate player quality in 1980 to have more farm teams at the A and Rookie levels than teams with the lowest player quality.  Olson and Schwab (2000) examined this issue in more detail for teams in the time frame of 1919 through 1940, during which time the Tigers and, more successfully, Cardinals began exploiting this innovation.  These authors defined a farm system as containing at least three teams, with at least one at one of the higher ones (AA and A at the time) and at least two at lower levels (B, C, and D).  They also considered the existence of organizations with a reserve team, in which the major and minor league team had an agreement allowing for player exchange during the season.  Olson and Schwab noted no impact of reserve teams on team performance.  In contrast, there was an overall improvement of about seven percentage points in team winning average for teams with farm systems starting the fourth year after its formation when compared to organizations with a reserve team or nothing at all.  The Cardinals were the first team to see this improvement and others who following in their footsteps generally had analogous success.  As the authors noted, the four-year gap is clearly a result of the time it takes for players to move through the system and begin helping the parent team.  In a follow-up limited to 1923 through 1940 and excluding the Cardinals because of their early start, Schwab (2007) noted that improvements in team performance in turn motivate an increase in farm system size for teams with an average or larger than average number of farm teams in the first place (in other words, those seriously buying into the concept) but not those with fewer than average.  At the same time, however, teams with smaller farm systems did tend to increase their number of farm teams toward the average if their own performance was declining.  The sheer number of farm teams alone did not have as strong an effect on increasing farm system size as team performance.

Dayn Perry (2003b) claimed that farm systems can in principal be roughly compared through the run differentials of each organization's farm teams.  He noted two inherent shortcomings  with idea; that good performance by veteran Quad-A players can muddy the work, and that the much shorter schedules of the lowest level leagues shortchanges organizations with their best prospects at those stages of development.  Right after that (2003c), Dayn proposed Farm Scores, which approaches the Quad-A player problem by assigning relative player ages twice as much weight in the final figures as run differential, and the short schedule problem by measuring run differential along with age according to the number of standard deviation units from average.  This creates an index centered around zero, and, from what appears in the ratings included, and rating +15 as very good and –15 as very bad.


According to Rob Mains (2017r), between 1998 and 2016 the correlation between major league record and major league teams' minor league affiliates was a nonexistent +0.08.

Prospect Ratings


Several sources annually tout their rankings of the minor leaguers believed to be most likely to attain major league success.  At least as early as 1999, Baseball Prospectus began publishing their top forty list, adding honorable mentions in 2003, expanding to a top fifty in 2004, and a top one hundred in 2007 plus a 101st in 2010.  Major League Baseball's Pipeline goes back at least as far as a top fifty in 2004 which expanded to a hundred in 2012.  Baseball America has been doing a top one hundred since 1990.  A quick online search lists others who have followed suit: venerable sources such as The Sporting News, FanGraphs, CBS Sports, and the Bleacher Report stand out along with many others less prominent.


It makes obvious sense to evaluate the accuracy of these ratings.  Doing so, however, leads to a problem that does not occur for rating the free agent draft.  Players are drafted only once, so each will occupy one datum in the evaluation data set.  Prospects can be included in rating lists multiple times, and so questions arise concerning what to do with those in this situation.  Should one use their highest ranking, or average across the various ones?  Do prospects whose ratings improve over the years they are included have more productive careers than those whose ratings get worse?  Do both of these perform better than those who were in ratings lists, drop out while still minor leaguers, but still have MLB careers?   


The first research study of which I am aware evaluating the accuracy of these ratings was Paul Covert's (2002) analysis of the first eight years (1990-1997) of Baseball America.  Paul said nothing about how he handled players with multiple rankings.  The following table lists career VORP for these players through through 2001, which would not include a large portion of many careers.  The detailed breakdown for pitchers in the final three columns combines the 1-10 and 11-25 categories to provide larger sample sizes:

	Ranking
	Hitters
	Pitchers

	1-10
	18.2
	6.5
	College
	High School
	Foreign

	11-25
	10.9
	5.8
	9
	3.5
	9.6

	26-50
	8.3
	5.2
	7.9
	3.2
	5.9

	51-75
	5.2
	4.4
	6.1
	2.2
	6.0

	76-100
	4.9
	3.7
	3.8
	3.5
	3.8


Even with the tiny sample size of eight seasons, patterns emerge that are consistent with those for free agent drafts. First, hitters display the same exponential curve, with 1-10 on average towering over 11-25 and 51-75 hardly greater than 76-100.  Second, pitchers as a group do far worse than hitters, but TINSTAAPP is not quite true as rankings did reflect later productivity in a fairly linear pattern.  Third, drafting high school pitchers is a crap shoot. 

Unfortunately, Paul failed to correct for the fact that those eligible for the rankings in 1990 had the opportunity to accumulate a higher VORP than those from 1999 merely because of seniority.  Victor Wang (2007a) was next, based on the first ten years (1990-1999) of Baseball America's ratings. Wang limited his analysis to WARP accumulated during the first six full seasons, those before free agency for those who reached that milestone. In making this limitation, Victor was trying to even the playing field in regard to seniority, although it is still possible that a few of the least experienced players were still shortchanged in this process.  He also made the point that prospects were only included once, and although it is unclear which of multiple rankings he used, I am guessing is that he used the first.  Here are the percentage of players in different categories of WARP attainment.  The first 11-25 rows include all relevant players, and the second 11-25 rows are for those who did not attain top ten status in a subsequent season:
	
	<12
	12-24
	24-36
	>36
	Total Players
	Average WARP

	1-10 Hitters
	20.8
	29.2
	33.3
	16.7
	48
	23.72

	11-25 Hitters
	31.4
	32.9
	21.4
	14.3
	70
	19.27

	11-25 Hitters
	33.3
	33.3
	19.6
	13.7
	51
	18.02

	1-10 Pitchers
	53.8
	30.8
	11.5
	3.8
	26
	12.91

	11-25 Pitchers
	61.0
	23.7
	11.9
	3.4
	59
	11.06

	11-25 Pitchers
	59.6
	23.4
	12.8
	4.3
	47
	11.19                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     


Victor did not include figures for those who moved up from the 11-25 category to the top ten, but what is in his article allows for this:

	
	<12
	12-24
	24-36
	>36
	Total Players
	Average WARP

	Hitters
	26.3
	31.6
	26.3
	15.8
	19
	22.63

	Pitchers
	66.7
	25.0
	8.3
	0.0
	12
	10.55


Compared to Paul Covert's results, Victor's revealed a smaller difference between the top ten and 11-25 for both hitters and pitchers. It is also interesting to note that those 11-25 hitters who were top ten later performed better than those who never made that jump, but the same did not occur for pitchers.

In 2008, Victor expanded on the analysis.  Unfortunately, this time he chose to use as the index the annual average of Win Shares Above Bench during the first six MLB seasons rather than the career total as he should have.  his index.  Despite this error and the overall problems with any metric based on Win Shares described in the Overall Evaluation chapter, the analysis itself should be sufficiently valid for this purpose.  
	
	<0
	0-2
	2-4
	4
	Total Players
	Avg WAB/year

	1-10 Hitters
	10.4
	50.0
	25.0
	14.6
	48
	1.82

	11-25 Hitters
	21.4
	50.0
	20.0
	8.6
	70
	1.32

	26-50 Hitters
	35.4
	44.6
	12.3
	7.7
	130
	1.07

	51-75 Hitters
	45.2
	37.6
	14.5
	2.6
	117
	0.74

	76-100 Hitters
	43.0
	44.7
	9.6
	2.6
	114
	0.67

	1-10 Pitchers
	30.8
	61.5
	3.8
	3.8
	26
	0.71

	11-25 Pitchers
	32.0
	52.5
	11.9
	3.4
	59
	0.74

	26-50 Pitchers
	32.5
	51.3
	13.8
	2.5
	80
	0.74                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

	51-75 Pitchers
	38.6
	53.5
	6.0
	2.0
	101
	0.57

	76-100 Pitchers
	43.4
	50.0
	4.7
	1.9
	106
	0.48


In this case, mean WSAB per season for hitters displayed the expected curve, with corresponding changes in proportions of players in the differing categories.  In the case of pitchers, TINSTAAPP seemed to be in play for WAB/year at least among the first three categories, as the proportion of those with two or more was actually largest for the 26-50 pitchers and smallest for the 1-10.

Scott McKinney's (2011) work encompassed Baseball America's rankings from 1990 through 2003, this time explicitly stating that he included every ranking for players with multiple entries.  Scott generally included the first six seasons, but excluded the first if it consisted of fewer than 100 plate appearances or 25 innings; and if a player excluded in his first also failed to reach those milestones in his second those were also excluded.  Using fWAR as his metric, he labelled those averaging less than 1.5 per season as Busts and those with more than 1.5 per season as Successes, with a further tagging of Successes averaging 2.5 or more as Superior.  This is a pretty stringent division, as in total 62.9 percent of hitters and 77.4 percent of pitchers were Busts.  Here is his table for percentages by category quintiles:
	
	Position Players
	Pitchers

	
	Busts
	Successes
	Superior
	Busts
	Successes
	Superior

	1-20
	38.9
	61.1
	39.6
	61.2
	38.9
	22.2

	21-40
	63.7
	36.2
	22.5
	78.5
	21.5
	9.9

	41-60
	69.2
	30.7
	19.1
	79.1
	20.9
	7.5

	61-80
	74.0
	26.1
	15.4
	80.8
	19.3
	6.2

	81-100
	72.1
	27.9
	11.0
	84.9
	15.1
	6.4


The data clearly trend toward the expected curve.


Scott included three additional analyses, two of interest here.  The first consisted of a breakdown by positions:

	
	1B
	C
	3B
	OF
	SS
	2B
	RHP
	LHP

	Bust
	50.6
	57.0
	58.9
	64.7
	69.3
	73.9
	76.7
	79.5

	Success
	49.4
	43.1
	41.0
	35.2
	30.6
	26.2
	23.3
	20.6

	Superior
	16.8
	16.7
	22.3
	26.2
	21.1
	9.5
	10.7
	8.0


A curious mix, given that the most successful (first base and catcher) are on the opposite side of the Defensive Spectrum.  I would attribute the high success rate for first basemen to the fact that those doing ratings, in their own words (at least those of Baseball Prospectus raters), have been relatively loathe to include that position, since if the player's batting does not pan out as expected there is usually no other position for them to move to where their fielding is sufficiently competent.  I will guess that the low success rate for middle infielders is due to their offense never developing as much as the raters expected, precluding a move down the Spectrum. I will go out on a limb and speculate that perhaps without awareness raters have underestimated prospective catchers as offensive skill can develop relatively late; I can think of many who did not become competent until in their later 20's.  Also note that despite their higher Success rates, first base and catcher have lower Superior percentages than three other positions.  Again I shall speculate; despite their competence poor defense for the former and poor offense for the latter limit their ability to attain that status. 

The second was a breakdown by years:
	
	1990-1993
	1994-1998
	1999-2003

	Bust
	72.8
	67.2
	68.4

	Success
	27.3
	32.8
	31.6

	Superior
	15.3
	16.4
	18.4


Rankings only improved a bit across the timespan.  The third was a breakdown by team, which I shall not include here.

Robert Arthur (2015e, 2015f) both asked and provided answers to some of the questions I posed in the first paragraph.  His data set consisted of average rankings for position players (no pitchers) from 1990 through 2010 across several rankings (he did not state which, although Baseball Prospectus and Baseball America were definitely included) and across seasons in order to minimize random variation. Not surprisingly, he uncovered the usual curve, although only 18 percent of variance in future WARP was predicted by it.  In addition; prospects were more successful if they appeared on lists for two (from his diagram, about 4¾ WARP on average) or three (about 4¼) years than four (about 1½) or one (about 1¼).  I am guessing that those appearing just once could not sustain what they previously showed while those appearing four times were developing too slowly or not at all.  Younger prospects fared better than older.  Those who had played shortstop at some point did better than those who had not, as they had other positions to move to if they could hit.  And in answer to one of my questions from above, for those with rankings in multiple seasons, those who dropped ten or more places averaged a career WARP of 4.48, those who went up ten or more averaged 15.00 WARP, and those who remained within ten averaged 10.62 WARP.  The same was true even for those who finished on the top twenty; dropping ten or more ranks within that top twenty ended with 18.56 WARP, those gaining ten or more in that range had 24.96 WARP, and those staying about the same 20.21 WARP.
Roster Design


I use the term “roster design” to designate the manner by which teams construct their rosters, engage in transactions such as player sales, trades, and free agent signings, and turn over their rosters from year to year.

The History of Roster Design


In a series of graphs from which I interpreted these data, Paul Moeringer (2019) provided a number of findings illustrating historical tendencies in team roster design.  To begin, the average player age was over 28 beginning in the mid-1940s if not earlier, dipped under 27 from the mid-1950s to late 1970s, increased to as high as 28½ around 2005 but dropped below 28 in 2017.  The average number of seasons lasting in the majors was below 4.7 in 1947, generally went up over time to over 6 around 1985, down to 5.2 around 1995, back to 5.8 around 2005, but down to 4.8 in 2017.  Starting 1991 to 2018, first-year players comprised a consistent 16 to 18 percent of major leaguers, while two- to five-year players bounced between 40 and 45 percent until 2004 but rose to 48 percent in 2018.  Six- to nine-year players have been consistently in the low 20s the whole time.  Ten years plus has low as 15 percent in 1996, as high as 20 percent in 2005, but down to about 12½ percent in 2018.  Note how these data are associated; as team interest in older players waxed and waned, their interest in acquiring them went up and down, affecting in turn the average player age and the number of teams played for.  The average age of pitchers and non-pitchers were about the same, so overall positional status was not a factor in this process.   


The average number of players a team used kicked around the upper 30s from 1947 to 1980, but rose to 51 by 2017.  Non-pitcher numbers held fairly steady around 23 from 1991 through 2017, but the number of pitchers went up from about 19 to 28.  With pitchers, the culprit seems to have been increased pitcher call up from the minors, as change is reflected in pitchers pitching fewer than 25 innings rather than more, with that percentage going up from the 20s in from the 1970s to the early 1990s to the high 30s by 2017.  

The history of roster design is marked by extensive variation in the degree to which rosters maintained stability over time.  Tom Ruane (n.d.2) looked at player movement between teams for each decade beginning in the 1870s and ending in the 1990s.  In that first 1870s decade, rosters changed dramatically, with 48.7 percent of the players switching teams annually and those switches accounting for 47.8 percent of the at bats and innings pitched.  The numbers sank steadily to between 17 and 22 percent of players and 11 to 16 percent of ABs/IPs until the 1950s and 1960s, but then began rising to 27.8 percent  and 23.6 percent during the 1990s.  Note that the percentage of player movement was consistently lower than the ABs and IPs, an indication that more often-used players tended to stay with teams more than the less often used.


Bill James (2010a, pages 207-211) examined the extent to which non-pitchers with different levels of experience changed teams over the history of baseball up to his study, with findings analogous to Tom's. The provided information for each decade (with pre-1900 combined to get some sample size) included the number of 1000-game players, the number and percentage of those whose entire career was with one team, and the average number of teams played for and games played per team for these players.
	Decade
	1000-Game Players
	One-Term Players
	One-Term Percentage
	Average # of Teams
	Games Per Team

	1876-1899
	93
	8
	9
	3.71
	270

	1900-1909
	56
	5
	9
	3.48
	287

	1910-1919
	86
	35
	41
	2.26
	442

	1920-1929
	86
	27
	31
	2.53
	395

	1930-1939
	85
	30
	35
	2.14
	467

	1940-1949
	70
	29
	41
	2.23
	448

	1950-1959
	104
	42
	40
	2.29
	437

	1960-1969
	116
	42
	36
	2.38
	420

	1970-1979
	159
	57
	36
	2.24
	446

	1980-1989
	176
	57
	32
	2.47
	405

	1990-1999
	175
	40
	23
	2.78
	360

	2000-2008
	172
	31
	18
	3.18
	314


My guess is that the reason for the huge jump of one-team players during most of the twentieth century is that the number of major leagues finally became stable, preventing players from jumping to a new league to escape the reserve clause.  I am surprised it began in the 1910s given the two-year presence of the Federal League.  As Bill noted, the impact of the reserve clause’s demise in 1975 began to be seen in the 1980s and continued afterward.  Bill also provided tables for 1500- and 2000-game players with analogous implications.  


Returning to the data provided in Paul Moeringer's (2019) graphs, the average number of teams for which players played increased from an average of around 1.6 in the late 1940s to more than 2.3 in the mid-2000s, but decreased to about 2 in 2017.  The proportion of players changing teams mid-season starting in 1995 jumped around quite a bit between 7 and 12 percent but did not show a consistent pattern afterward.  There might have been a more recent one; at about 7½ percent in 2013, it had risen to almost 11 by 2018, but at the end of this time frame it was too early to know if this increase was a trend or continued the earlier random variation.  Between seasons, player turnover varied a lot from year to year but overall rose from perhaps 14 percent in 1947 to around 20 percent in 1991 to 32 percent in 2004 and then down to 22 percent in 2017.  These four studies are relevant to the arguments concerning the application of the Coase Theorem to major league baseball, which I cover later in this chapter.


Nate Silver (2007) examined the extent to which player talent was efficiently distributed around major league baseball between 1901 and 2005, in the sense that the starting position players for each team were the most productive, at least offensively, that were available.  Nate defined regulars as those who played the majority of their team's games at a given position; if nobody met that criterion, then the team was excluded from the analysis for that position.  Backups were those who played the second most games at those positions, excluding those who were regulars at other positions, those who either played less than 45 innings at that position or less than 90 innings at any position, or played in more than 60 percent of their team's games.  In general, starters were more offensively productive, in terms of an age- and playing-time-adjusted Equivalent Average, than backups. However, if you compare regulars who were in the three-tenth lowest group of regular EqAs with backups in the three-tenths highest group of backup EqAs, there were quite a few seasons before World War II in which the latter were on average more productive than the lower.  An additional comparison between the two-tenths least productive regulars and two-tenths most productive backups revealed that the latter were almost always more productive.  In other words, there have always been a few teams with bench players who were better offensively than a few other teams' starters at the same position.  Fundamental changes in the organization of baseball appear to have had impact on the efficiency of player distribution; for instance, the wide-spread adoption of significant farm systems after World War II and the imposition of the amateur draft in 1965 improved it; the onset of free agency in 1976 harmed it.



Rob Mains (2018e) examined team's willingness to use players who were poor offensively but fast; i.e. Vince Coleman/Billy Hamilton (the more recent, non-HOF one) types, from 1950 through 2017.  He counted the number of players who accounted for at least five Baserunning Runs in a season while maintaining below average OBAs and SLGs.  There were never more than two and sometimes none in the 1950s, but they became more plentiful in subsequent decades, averaging more than six between 1978 and 1988.  That figure shrank to no more than five and averaged about three in 2010s.

Mark Kindem (2018) used the previous forty years of data (1977-2017, with the 1981 strike season skipped) to explore how WAR was distributed among the players on World Series winners so as to determine how such champions were constructed.  He used a statistical method called cluster analysis, which is a data-driven, bottom-up method that indicates the degree of similarity between different entities (teams, in this case) by placing them in groupings (“clusters”) that make sense given the data. The results are hierarchical, in that they first combine the most similar into small clusters, then start combining these clusters or adding outliers to them, until at the end there is one big cluster of everything. The trick is to figure out where is the cutoff between too-many-small and too-few-large clusters for the best interpretation, which is often a judgment call based on what makes intuitive sense. Mark’s cutoff was at eight clusters, most with about five or six teams in them. The take-home message in looking at the details of these eight groups is the variety of ways in which organizations successfully built themselves. Clusters of teams were defined by the following, always in relative and not absolute terms: primarily through drafting and minor league development (the “Organic Farmers”), through trading prospects for established players (the “Reapers”), through trading established players for prospects who later panned out (the ”Speculators”), through specializing in international free agent signings (the “Globetrotters”), through draft and free agent signings (not trades; the “Isolationists”), through free agents and mid-season trades (not the draft; the “Reloaders”), through a mix of these three routes plus a huge mid-season trade for a star pitcher (the “Fixer-Uppers”), plus two teams that really seemed to tank and then successfully rebuild (1997 Marlins and 2016 Cubs; I am surprised that the 2017 Astros did not qualify), although Mark argued that his label (the “Rebuilders”) is misleading.


Finally, Russell Carleton (2017o) came up with a nice indirect way to examine the onset of team concern with catcher framing; the standard deviation across teams in Framing Runs as estimated from Retrosheet data for 1988 through 2007 and other sources from 2008 (when Framing Runs were first calculated by sabermetricians) through 2016.  It was as low as 5 and rarely higher than 10 through 2006, but then increased to consistently above 15 and as high as about 21 in 2011.  This is of course speculative but it is indirect evidence that some teams had become aware of the issue and so were going after catchers who were known to be good framers whereas other teams remained ignorant or uninterested.  After that, the s.d.'s started decreasing and were back down to about 14 in 2015 and 2016.  The again speculative implication is that more teams began taking catcher framing seriously, lowering the variation among them.  A corollary of this is that with less variation among teams, the relative advantage of teams in the know has lessened, taking with it the relative value of framing itself.

Transactions


The material here is relevant to team strategy; that concerning player performance is found in the Offensive Issues chapter.

Between Teams

There have been several academic studies concerning the factors that affect the extent to which specific pairs of teams do transactions between teams.  Horowitz (1993), looking at all within-league transactions between 1903 and 1959, concluded that, over the long hall, good teams were more likely to do trades with bad teams than with one another, whereas bad teams did not discriminate.  Barden and Vestal (2019) explored trades between teams from March 1985 to April 2003; a sample of 1636 transactions in all.  Results showed teams were less likely to trade within division and with geographically close teams, both in the authors' view due to the inherent conflict between them. Beginning with the hypothesized predictive factors, trades were more likely to occur between teams that played a lot of games against one another, particularly if they had not traded in the past, the former perhaps because of greater knowledge about one another's players, the latter very speculatively because past trades are a duplicative source of knowledge and so unnecessary for gaining additional information (not convincing to me).  One problem here is that teams in the same division play one another more often, canceling out the proposed impacts of rivalry and added knowledge.   The interesting-to-us control variables of payroll and performance differences, plus having a common trading partner, increased trading activity alone but washed out when the hypothesized predictors were entered into subsequent models.

Horowitz (1993) thought that personal relationships among general managers might impact on transactions, but was unable to find evidence in support.  Hersch and Pelkowski (2014), examining data from 1985 through 2011 mostly gathered from Retrosheet, did uncover a small tendency for general managers who had previously worked together on the same team, and a stronger tendency for two general managers who were related to either one another or to someone else in the other’s organization, to trade more often than the average two-team pairing.  General managers who had previously worked for another team were otherwise not more likely to do business with that other team.  Hersch and Pelkowski also found teams being relatively unlikely to transact with teams in their division, replicating Barden and Vestal (2019), but more likely to work with teams in other divisions in their league.

Earlier on, Barden and Mitchell (2007) had performed a sophisticated study of relationships among organizations and their leaders, as represented by baseball teams and their general managers.  Such associations can occur between organizations as a whole (such as long-term buyer-seller exchanges; the authors denote these as OO ties), through interpersonal ties among organizational leaders (LL ties), or through the relationship between one organization and that organization’s former leader as part of a different organization (OL ties). To use the authors' examples, an LL relationship would consist of trades between two GMs when they had been trading partners when running previous teams, and an OO relationship would consist of trades between two teams both of whom had different GMs the last time they traded.  These are the simplest kinds of organizational ties and serve as building blocks for OOL, OLL, and OOLL ties. The authors’ four hypotheses all spring from the notion that the more potential ties that exist, the more interorganizational exchange will occur, such that OOLL ties lead to more exchange than OOL and OLL; the former will in turn induce more exchange than OL and OO and the latter more than OL and LL.


Barden and Mitchell examined the likelihood of a player transaction in a given year based on 1657 “exchange(s) of exclusive contractual rights to players’ services” (p. 1448) between 1985 and 2002; I presume these include trades and out-right sales although the authors never explicitly stated this. Less than three percent of the cases within that time span represented circumstances in which the same two teams had two or more transactions within a year (April 1st through March 30th), so the authors decided to ignore those. Results were generally although not always consistent with expectations. OOLL transactions were more likely than OOL and OLL; OOL more likely than OO and LL; OLL more likely than LL although not OL. In addition, OO ties were more likely than no ties at all but OL and LL not. Rather, ties between GMs accentuate organizational ties only in OLL and OOLL relationships. This finding surprised both the authors and me.  We must conclude that there are no recent examples of the Frank Lane/Bill Veeck relationship that flourished, for better or worse, in the 1950s.

Guy Waterman (2000) examined player transactions in August and September by teams he considered contenders, which he defined as second-place teams finishing seasons within ten games, third place teams within nine games, and fourth place teams within eight games of the top.  I find fault with that definition, as it should also include first-place teams and teams that were close to first in August and early September but collapsed during the last couple of weeks. Nonetheless, the data are useful in showing historical changes in team roster design strategy.  Guy displayed the data in five-year increments.  The table below shows the average number of transactions and players moved in each five-year increment averaged across three twenty-year periods followed by two more based on structural changes that affect the number of contenders.  For example, the four five-year periods between 1901 and 1920 averaged a total of 22 contenders, which would mean a mean of 4.4 per season during that twenty year stretch.

	Period
	Contenders
	Transactions
	Players Moved

	1901-1920
	22
	11
	11.5

	1921-1940
	23.5
	5.75
	6.75

	1941-1960
	22.5
	8.25
	8.5

	1961-1970
	29
	20
	21

	1971-1995
	44
	47
	49.8


I do not know why the number of transactions and players moved per contender dropped so much from the first and second era and then rebounded some in the third era.  I can say that the rise in number of contenders afterward was due to expansion and the subsequent divisional setup along with improvements in competitive balance, all providing greater opportunity for teams to contend.  Also note the increase in transactions per contender, from fifty percent or less in the three twenty year time frames to about two-thirds from 1961 to 1970 to over one from 1970-1995.  The data end just when three divisions and the wild card would have increased contenders more and perhaps further affect transactions per contender.


Finally, Garcia and Tor (2007), using transaction data from November 10, 2005 through February 28, 2006, noted that the better a team performed in 2005, the more likely they would send a good player (defined as in the upper third in either batting average or earned run average during 2005) to a substantially poorer team, whereas there was no association between performance and destination for relatively weak players (the bottom third).

Free Agency

Bill James (1986 Baseball Abstract, page 243-246) studied the impact of the early years of free agency (1976 through 1985) and picked out 45 of the “best” (he did not describe how they were chosen) players who switched teams.  Overall, teams signing those players did improve compared to a matched set of teams starting with the same composite record without either gaining or losing a free agent.  After performing equivalently the first year after the signing, the teams that added free agents remained at .519 and above over the next four seasons whereas the matched set decreased the next three seasons and were below .500 four and five years later.  Teams that lost free agents did far worse the first year (.502) than a relevant matched set (.518), and continued to underperform comparatively for the following three seasons by between .004 and  .033 points. 

Matt Swartz (2010) examined the value of a team signing its own free-agent players to multi-year contracts versus adding players from other teams.  He measured value by the relationship between salary earned and WAR produced during the contracts.  Based on 196 such contracts ending after the 2007 through 2010 campaigns, teams received 39 percent greater bang for the buck from their own players (4.9 million versus 6.8 million per win), with the effect stronger for relief pitchers (4.5 million versus 10.8 million per win) and starting pitchers (5.5 million versus 10.5 million per win) than position players (4.7 million versus 5.5 million per win).  The effect was greater for teams below .500 (4.6 million versus 10.9 million per win) than above .500 (5.8 million versus 8.4 million).  
Gross and Link (2017) likely began a new area of study in examining the factors that motivate teams to seek team options for seasons included in free agent contracts.  They restricted their sample to 109 circumstances in which position players eligible for free agency signed new contracts between 2003 and 2011, with those contracts either including team options or performance standards that needed to be reached for additional years to vest.  Using performance data from Retrosheet, the authors discerned that team options/performance standards were more likely to be included to the extent that player OPS had been variant over the past three seasons, which makes sense if we can assume that teams thought that such players were more likely to perform poorly than more consistent players.


Finally, based on the movement of 248 free agents following the 2005, 2010, and 2015 seasons, Garcia, Arora, Reese, and Shain (2020) determined that the higher the team standing from which free agents came from, the farther down in standings they tended to go when switching teams.
Player Turnover


The most basic finding concerning player turnover is that it is greater as team performance worsens.  There is evidence that this relationship works in both directions; bad teams turn over their rosters, and absence of roster stability worsens subsequent team performance.  Starting with the former association, the 
The Hirdt brothers (Siwoff et al., 1992) examined roster turnover for teams between 1961 and 1990.  Not surprisingly, the worse the team, the more turnover:
	Year 1 Perform.
	Number of Teams
	Batter turnover
	Pitcher turnover

	.300 to .399
	67
	46%
	53%

	.400 to .499
	263
	40%
	44%

	.500 to .599
	325
	31%
	37%

	Greater than .600
	58
	23%
	32%


For the sake of completion, the one and only sub-.300 team during this interval, and the first team I ever rooted for, the 1962 Mets, turned over 62 percent of its PAs and 51 percent of its IP, in 1963.  The next table lists the proportion of plate appearance turnover for the same seasons; revealing also not surprisingly that older teams (average age 27½ or more) changed personnel more than younger:

	Winning %
	Younger Lineups
	Older Lineups

	
	# Teams
	% PA
	# Teams
	% PA

	.300-.399
	37
	43.4
	30
	49.0

	.400-.499
	87
	38.4
	176
	40.1

	.500-.599
	62
	29.1
	263
	31.0

	.600-.699
	7
	22.7
	51
	23.4


The next year (Siwoff et al., 1993, pages 73-74), the Hirdts stated that during the 1906 to 1992 interval  turnover was 38 percent per team; with league and division winners at 29 percent and teams below .400 at 52 percent. Unfortunately, they never stated how this was measured (all players who appeared?  Proportion of games played by players who left?). 


Bill James (1983, page 221) divided teams that had won between 90 and 96 games between the beginning of the 162-game schedule (1961 for the A.L. and 1962 for the N.L) into those who did (18 teams with a winning average of 

.5705) and did not (40 teams with a winning average of .5698) finish in first place. The former group returned 81 percent of their starting lineup the next year, declined to a winning average of .536, and only 16.7% of them repeated as league/division champs. The latter group retained a smaller proportion of regulars (75%), and were rewarded for the greater turnover with a winning average of .549 and with 30 percent finishing on top.  As part of a larger study of managerial turnover effects described in the relevant chapter, Cannella and Rowe (1995) found that teams with more non-pitcher (correlation = –0.20) and pitcher (correlation = –0.10) turnover, the worse their previous season record between 1951 to 1980.


The previous studies related one season's team records with player turnover before the next season.  In order to reverse the causal arrow and claim that player turnover worsens team performance, one must relate one season's team records with player turnover after the previous season.  Chang (2011) noted that player turnover rate was negatively correlated with league standings and team winning average in the Taiwanese professional league for the years 2003 through 2007. Chang attributed poorer records to turnover, but as he applied the first of these methods rather than the second, the study failed to support the claim.  Others did the job correctly, through devising some measure of team stability across time.  Shamsie and Mannor (2013) observed that the number of players remaining with a team for at least three years had a significant, although in some cases small, impact on team winning average between 1985 to 2001.  Jarvie (2018), after controlling for team salary and a laundry list of conventional indices for 2006 through 2015, basically found that teams did better in the standings if players had been together longer, although for some reason it was the opposite for infielders and outfielders as separate subgroups and if the shared time together was for a small subset of players. Keep in mind that as much as these authors wished to explain these results as due to team chemistry in some form, it is more likely the outcome of team management maintaining a productive team core when they had been successful.


Wang and Cotton (2018) attempted to advance the issue by distinguishing between teams' central and peripheral players.  They defined the core of each team (“strategic roles”) as including the five position players with the most PAs, five position players with most fielding chances, and five pitchers with most IP; the rest of the players were labeled as having “support roles”. The argument is that the number of years in which players played on the same team with the same role (“organizational experience ties”) has an inverted U relationship with team performance for strategic roles (too little time together and they haven’t learned how to coordinate, too much time together and they become too set in their ways to accept innovation) and a U-shaped relationship for supportive roles (best when either they haven’t played together for long, have not bonded together as a group, but instead truly support the strategic role players, and when they have played together for a while and have bonded together into a cohesive group).  Their data set were all players and teams between 1903 and 2013. The authors controlled for variation over time in team quality via changes in teams’ average WAR over the most recent three years, managerial stability and reputation, and different eras of the game.  As poor as their definition of the teams’ core players was, and as strange as their expectations might seem, their hypotheses were supported.  It seems to me that, even with their control for changes in team quality, their results for strategic roles might be due to catching those players during their most productive years, and their results for supportive roles might be due to catching young players as they came into their own and veteran role players still close the top of their game.


Ozawa (2019) attempted to take this issue in a different direction based on 1950 to 2003 Nippon Professional Baseball data.  The sample is not clear; it seems to assume that the eight players with highest BAs are the team’s core players.  The greater subsequent team success after overhauling the roster, defined as at least four core players having been replaced, the less likely further roster moves, although this was less so as managerial tenure increased.  Finally, Vaz de Melo, Almeida, and Loureiro (2012) proposed a model for predicting team performance that combined team stability factors such as team turnover and roster volatility among others with the team performance in the previous year and “discovered” that it predicted better than models for either of the two separately.  Their overall argument was that such models ought to do better than ones based on player performance, but in the context of baseball no relevant comparison was made.  Given that the indices they used could serve as functional proxies for player performance (better players stay with the same team longer and better teams stay with the same players longer), this argument is not convincing.

Moving to other factors potentially related to team turnover, Maxcy (2009) looked at 1837 non-pitcher transfers between 1990 and 2005 and determined that transfer was more likely for players who were older, had previously changed teams, had a lower OPS, were not catchers and shortstops, and on less stable teams as measured by proportion of PA from players who did not transfer.  None of this should surprise anyone.  The Hirdt brothers (Siwoff et al., 1992) continued with their examination of roster turnover between 1961 and 1990 with a division by the then-about- average age of 27½ (the poor Mets again not included):
	
	Younger than  27½
	Older than  27½

	Year 1 Perfor.
	No. of Teams
	Turnover
	No. of Teams
	Turnover

	.300-.399
	37
	43.4%
	30
	49.0%

	.400-.499
	87
	38.4%
	176
	40.1%

	.500-.599
	62
	29.1%
	263
	31.0%

	.600-.699
	7
	22.7%
	51
	23.4%


The poorer the team, the relatively greater proportion of turnover from the older group when compared to the younger.  Don Coffin (1999) examined the supposition that union player representatives were, due to that position, particularly susceptible to being traded or released.  Based on all pitchers appearing in either 60 games or 100 innings and position players in 200 games or with 500 at bats between 1974 and 1989, he found the opposite.  Player reps had longer careers and moved between teams less frequently than non-reps, and this discrepancy in their favor actually increased (to about 1½ seasons on average) when Don controlled for player performance.


Opedace and Kiholmsmith (2013), relying on data from 1976 through 2005, determined that poorly performing players, defined as those in the bottom one-fourth in both at bats and slugging average, were particularly likely to leave a team when that team’s current general manager was in his first or second year of tenure and that player was acquired by the immediately previous general manager. The authors believed that when a GM adds a player to the roster who plays badly, he is likely to retain that player rather than admit the error; the next GM has no such qualms about jettisoning the player.  Unfortunately, Opedace and Kiholmsmith’s data set had two compromising weaknesses: it did not distinguish players who chose to leave a team from players whom the team no longer wanted, and it had no qualifications for contract conditions other than the existence of a no-trade clause.  The authors recognized these problems, and responded that their findings were substantially the same when limited to players’ first six seasons, before the free agency option kicked in.

Pay and Performance


In this book I have purposely stayed away from the literature on baseball and finance, a fairly well researched area that could use a book of its own written by someone more qualified than I, i.e. an economist, to consider the topic.  I make an exception for one topic; the relationship between pay and performance.  Any number of studies has shown that teams with higher payrolls tend to do better in the standings (Abramowitz, 2007, data from 1996 to 2005; Annala & Winfree, 2011, data from 1985 to 2011; Breunig, Garrett-Rumba, Jardin & Rocaboy, 2014, with 1985 to 2010 data; DeBrock, Hendricks, and Koenker, 2004, based on data from 1985 to 1998; Depken, 2000, using the years 1985 to 1998; Einolf, 2004, from 1985 to 2001; Hall, Szymanski & Zimbalist, 2002, data from 1980 to 2000; Jane, 2010, relying on data from 1998 through 2007; Jensen, 2011, 1999-2009; Tao, Chuang and Lin, 2016, with data from 1985 through 2013 [another citation unfortunately lost]; Richards & Guell, 1998, with data from 1992 to 1995; Wiseman & Chatterjee, 2003; data from 1985 to 2002; plus San and Jane, 2008; 1990 to 2000 Taiwanese major league data). There is also substantial agreement that the relationship between the two was substantially higher after the 1994-1995 strike than before, perhaps due to overall rising salaries (Annala & Winfree; Hall et al.), with Wiseman and Chatterjee uncovering a substantial increase over time in the average difference among teams in the first and fourth quartile of team salaries (5.5 wins between 1985 and 1990, 10.9 wins between 1991 and 1997, 14.7 wins between 1998 and 2002), and Nathenson (2016) noting a greater concentration of teams with relatively high payrolls making the playoffs in the 1995-2010 interim as compared to 1969-1993, although he attributed the difference to the inclusion of more teams in the postseason.  These results are supportive of the Blue Ribbon Panel report described in the Team Performance chapter.  In contrast, looking at a wider range of seasons (1950-1958 and 1977-2004), Felber (2005, Chapters 8 and 9) noted a cyclical pattern, with the relationship as high in the late 1970s as the late 1990s and then decreasing some in the early 2000s.  It was even higher in the 1950s. 


Over and above the impact of total team salaries, several of these authors (Annala & Winfree; Breunig et al.; DeBrock et al.; Depken; Jane; Lao, Chuang and Lin; Richards and Guell; Wiseman and Chatterjee; plus San and Jane, 2008, and Jane, San, and Ou, 2009, for the Taiwanese professional league) and others (Bloom, 1999, based on 1985 to 1994 data; Frick, Prinz, and Winkelmann, 2003, applying data from 1985 to 2001; Hill, Aime, and Ridge, 2017, who do not seem to have reported the relevant years;  Jewell and Molina, 2004, using data from 1985 through 2000) reported that teams with less variation in salary among players have done better than teams with more income disparity.  According to Dan Fox (2006e), between 1990 and 2005, the correlations with winning average were 0.414 for total payroll (this is a correction of the original figure presented in 2006d), 0.301 for average salary, 0.116 for maximum salary, and –0.337 for variation across salaries.  So the best team performance was associated (perhaps causally) with a relatively high salary distributed evenly across the roster.   More specifically, Bloom (1999) demonstrated that having greater pay dispersion among players of a team in a given year led to overall poorer performance in both batting and pitching runs for that year, with individual players performing more poorly the further their salary was from the highest on the team, and that this decrement filtered through to poorer team performance.   Avrutin and Sommers (2007, 2001-2005 data) has been the only exception to this general finding. 


Attempts to explain why variation in player salary is counterproductive have been unsuccessful. Frick et al. (2003) hypothesized that its impact depends on context, being larger for sports that demand more interdependent activity (such as hockey and basketball) than less (baseball).  Working with 16 seasons of data for those three sports plus football), they found quite the opposite; the impact of inequality was largest in baseball and football and smallest in hockey and basketball.  This led them to speculate that pay dispersion matters more in sports with more players on the field at the same time because it was harder for, so to speak, a star to shine with a more crowded playing field.  Given the impact of pitchers in baseball, this speculation makes no sense.   DeBrock et al. (2004) speculated that more equally-paid teams might have a collection of medium-skilled players, which then leads to better performance than a team with a few well-paid stars and a set of relatively poor players.  However, as described in the Team Performance chapter, teams with varied player performance levels have done better than teams with roughly equivalent players.  Further, Depken (2000) saw that this effect was not the result of a team having one highly-paid star and a lot of low-paid poor players, as it occurred over and above the effects of individual performance during the previous year. It was also not the result of a team having a few older players paid for their experience and a lot of younger players who have not had the opportunity to reap the benefits of arbitration and free-agency, as it also occurs over above player age and experience.  Finally, using 1985-2016 data from FanGraphs and Baseball Reference, Roebber (2021) estimated that a team could gain between 1.5 and 2.2 wins for each standard deviation unit worth of the salary paid to the five most active starters in terms of batters faced.  In 2016 dollars, this translated to between 23 and 36 million additional dollars invested in the starting rotation. Assuming a figure of 88 wins as qualifying for the playoffs, their models predicted teams that invested that money in two front-line starters had a one-third greater chance of qualifying than teams that invested that money evenly across the board.  This is because the first- and second-ranked starters on teams tended to face far more batters than those at the bottom.

Perhaps a better explanation can be developed based on the idea of efficient use of resources.  In a series of papers, Sexton and Lewis (2003; Lewis and Sexton, 2004, 2004a) used data envelopment analysis (DEA) to perform a detailed examination of the pay and performance relationship for the 1999 season.  Using different permutations of the DEA model, they proposed a two-stage model in which the extent to which total team salary was used efficiently for the production of team offense and defense, both measured by bases (hits plus walks plus errors) per game, followed by how efficiently offense and defense were used for attaining team wins, were estimated team by team. In general, teams that were efficient in both stages were more successful relative to their total salary than those that were not, although teams that spent less than 23 million dollars that season were predicted to be unable to make the playoffs no matter how efficiently that money and the resulting offense and defense were used.  Lewis, Sexton, and Lock (2007) applied a simpler form of DEA model extending this work to 1985 through 2002, with similar findings.

The late Doug Pappas performed a project over a period of years (Pappas, 2004a, 2004b) in which he estimated team financial efficiency by comparing the payroll/performance relationship with that of an imaginary team with all replacement-level players earning the major league minimum. The Marginal Payroll/Marginal Wins formula is:

(total team payroll – [28 X major league minimum])

divided by

([winning percentage - .300) X 162)

The left side gives you Marginal Payroll; total salary minus payroll for the replacement-level team, with an estimated roster of 28 including 25 players on the roster plus 3 on the disabled list.  The right side gives you Marginal Wins, the number of additional wins in comparison with the estimated winning percentage of the replacement-level team, with the latter translated into 48.6 wins. The division gives you the money spent per win above the replacement-level minimum, with the lower figure implying greater efficiency.  Doug contrasted among teams that spend their way to the top (high payroll but good record), teams that are poorly run (high payroll but bad record), teams that were efficient (low payroll, good record), and teams that don’t spend enough to compete (low payroll, bad record).

Ruggiero (2010) also touched on this topic, concluding that 18 of the 30 teams in 2009 used their payroll efficiently in winning games.  The most efficient were the Marlins, with 87 wins for less than 37 million dollars in payroll, the least the Mets with 70 wins for more than 149 million.  Ruggiero also estimated the marginal cost of a win, which went up radically for each additional win the better the team was in the first place.  Given that this finding was largely due to the Yankees doing well that year with a huge payroll, it was a trite finding based on an absurdly small sample size. 
Disability


I begin this section with a relatively new study before going to the older. Stan Conte, at that time the Giants’ head trainer and often credited with helping to keep the team relatively injury-free turning his tenure, worked with a public health practitioner (Ralph Requa) and physician (James Garrick) on an analysis of disabled-list trends between 1989 and 1999 published in 2001.  Across that decade, the total number of disability days per team increased about 40 percent, due primarily to increased numbers of players going on the disabled list rather than the amount of time players spent on that list per injury.  Although pitchers were, not surprisingly, disproportionately represented, pretty much all positions increased at about the same rate.  The authors speculated that the primary reasons for this increase are improvements in medicine allowing players who previously would have had to retire due to injury to continue playing, at least sporadically.  Orthopedic surgeon William Jay Bryan (2001; see the response by Garrick, 2001), who has cared for numerous players, countered with the proposal that teams may have become more protective of players under long-term contracts during that interim.


Kenneth Lehn (1982, 1990) would agree with neither. Thinking like the economist he is, for Lehn the issue is incentive and risk. In the days of the reserve clause, players absorbed the risk for time on the disabled list as it made them more expendable for their team. The incentive, then, is if at all possible to play through injuries. Free agency changes that equation, particularly for players on guaranteed long-term contracts. The team is stuck with the player’s salary either way and so takes on the risk, and the injured player’s incentive is to rest until fully healed. In support, Lehn demonstrated that the proportion of players spending time on the disabled list went up from 14.8 percent from 1974 through 1976 to 20.2 percent during the first four years (1977-1980) of free agency. During 1980, those 155 players with contracts lasting three of more years averaged 18.36 days disabled versus 10.24 for those with shorter contracts. Further, those signing three or more year contracts spent on average 4.73 days disabled before signing and 12.55 days after; the analogous numbers for shorter contracts are 6.94 and 5.17. Finally, age must be considered, as older players are both more likely to both get multi-year contracts and to get injuries; but Lehn included age in equations predicting time disabled and it had no significant impact.  Lehn’s data were consistent with Conte et al.’s in that these findings were due to additional trips to the disabled list and not additional time off while on it. If Lehn is correct, the increase Conte et al. report for the 1990s would be less in line with their explanation and more consistent with Bryan’s.

Lehn (1990) also compared players signing contracts of at least three years with the same versus different teams, and noted that pitchers who switched teams spent an average of 28.07 days disabled whereas the mean for pitchers who stayed was 9.57.  There was no analogous impact for position players.  In this case, Lehn surmised that the original teams had an information advantage allowing them to judge relatively accurately which pitchers to try to keep and which to allow to sign with other teams.

Krautmann and Solow (2015) took on this issue, using contract data from 1997 through 2007 comprising 551 contracts totaling 869 player-seasons for position players.  The authors concluded that contract status had no impact on assignment to a disabled list.  In contrast, contract status had a significant relationship with time spent on a list, with it decreasing in later years of a contract.  Krautmann and Solow reasoned that, for players and often teams also, it is better at the beginning of a multi-year deal to be safe and wait until the player’s injury is totally healed, whereas at the end of a deal it is to the player’s advantage to get out on the field and showcase himself.  An exception is the last year in a player’s career, in which injured players spent an average of 15 days longer on the list than the last year of contracts for players who stayed in the game.  The authors concluded that there is no incentive for a player thinking about retiring to return to action, but they missed the point that many if not most players do not leave the majors by choice.  A more reasonable explanation paired with the latter point is that older players have more serious injuries that may help bring their careers to a close.


This is a good place to describe in passing Gorman’s (2006) method for estimating how much a team loses when a player is on the disabled list.  For batters, one first estimates the number of runs that the player would produce over the season, based on his performance when he was in the lineup and an estimate of his expected performance for when he was disabled, and the two of these weighted relative to one another depending on the proportion of time active versus inactive.  This estimate is then compared to the number of runs a replacement player at the same position would have been expected to produce.  Pitchers are done analogously.  Gorman admits weaknesses in this method.  One is that the method would have problems if multiple players at the same position were disabled, perhaps necessitating a substitute below replacement level.  Another is an implicit assumption that the replacement player would have the same opportunities (i.e., plate appearances/batters faced) as the disabled player, including the unlikely scenario that a replacement position player would occupy the same lineup position or spot in the rotation as the disabled player.

The Coase-Rottenberg Theorem

The Theorem


The Coase-Rottenberg (C-R) Theorem, as I will call it, has had a wide-ranging influence on the analysis of baseball by economists.  Simon Rottenberg first presented the Theorem in a 1956 essay.  R. H. Coase proposed an analogous argument relevant to larger issues in 1960 which has become very influential among economists, and later applied to baseball in a manner along the lines of Rottenberg by Demsetz (1972).  As a consequence, each has received credit for this work by the various researchers mentioned below.


Rottenberg’s work was performed before free agency and the amateur player draft.  The reserve clause was in effect, and although that was claimed to have been imposed to keep wealthy teams from dominating the league by stripping the best players from poor teams, as occurred in the pre-N.L. National Association during the early 1870s, the real reason, as he said, was to keep salaries low.  Before becoming professionals, players could sign with the highest bidding team (as is still the case for non-U.S. Hispanic and, along with a payoff to their current team, to experienced players from Asia).  My interpretation of Rottenberg’s argument is as follows: Baseball teams are profit maximizers.  As such, there is a motivation to hire the very best players possible, because the better a team, the more fans they draw and the more money they make.  In a free market, wealthy teams will be in the best position to obtain the greatest talent and so dominate their league.  However, in contrast with other firms, baseball teams (and teams in other sports, although this is not mentioned by the author) cannot afford to dominate their competition by too much, because if the outcome of games is too certain, fans lose interest.  Further, having too many good players may lead to a larger payroll than is desirable for maximum profit.  Therefore, the motivation to hire the best players is tempered by the law of diminishing returns, such that “at some point, therefore, a first star player is worth more to poor Team B than, say, a third star to rich Team A” (page 255).


Fair enough so far.  The next part of the argument is more questionable.  Quite simply, players will end up with the same team no matter whether you have a reserve clause or free agency.  Under a reserve clause, a team with too many good players will sell one to the team that wants him the most.  Under free agency, a team with too many good players wouldn’t bid in the first place for that player, who would then sign with the team that wants him the most.  In Daly and Moore’s words (1981, page 78), “if it is profitable for a player to sell his services to a large city team, then it will be profitable for a team owning his contract to do likewise.”  The only circumstance which will produce equal distribution of talent is one with total revenue sharing.


There are a couple of potential problems with this second part of the argument.  First, it rests on the assumption that teams and players are profit maximizers only.  Starting with teams, in an interesting footnote on page 252, Rottenberg asked whether “baseball-team owners are rational maximizers of money quantities.”  Although acknowledging other interests, he claimed that because teams are worth many millions of dollars, “it seems unlikely that people will subject capital of this magnitude to large risk of loss for the pure joy of associating with the game.”  But this claim presumes an either-or situation; owners either are profit maximizers or have other goals.  But I think it is fair to say that most owners want a good team and, if possible, championships for its own sake along with earning money.  Team strategy is best conceived of as a balancing act between the goals of winning games and maximizing profits.


From the standpoint of the players, the argument presupposes that, under free agency, they will always go to the highest bidder.  We know this not to be universally true; players often wish to remain with teams/cities in which they feel comfortable even when they could make more money elsewhere (Tony Gwynn has stated this about himself), go to cities that they would prefer to live in (a lot of players place staying near home as critical), sacrifice some cash to play for a winning team, and likely will value an opportunity to play rather than sitting on the bench no matter the money.  There is an extraordinary sentence on page 256: In a free market “there will be cases in which players will reject a high salary in the major leagues in order to remain longer in the minors and acquire skills that will assure even larger earnings in the future.”  In an email, Cliff Blau made the point that there have been cases of players preferring playing every day in the minors to sitting on a major league bench, but these were certainly not recipients of “a high salary.”


Another potential problem with Rottenberg’s argument is that it seems to imply that, under free agency, player transfers are all sales.  Although discussing in detail other aspects of player transfer, such as the winter draft of unprotected minor leaguers and waiver transactions, he never once mentioned the concept of a trade.  As Daly and Moore (1981) pointed out, direct player sales are almost always of marginal players only; and when Charlie Finley violated that norm by trying to sell his stars in 1976, just because he expected to lose them to richer teams via free agency after the season, Commissioner Bowie Kuhn voided the transactions “for the good of the game.”  Eckard’s (2001a) evidence is consistent with Daly and Moore; between 1973 and 1975, only 2.7 “impact players” (whom they defined as batters achieving at least 80 RBIs or runs scored or pitchers with at least 15 wins or 10 saves in the relevant year) were traded or sold on average each year.  Krautmann (2008), along the same lines, noted that before free agency, most good players moved from team to team through trades, in which one may have to give up a player one would rather retain in order to get whom one really wants.  As free agency does not have this condition attached, its institution could actually increase the odds that a player ends up with the team that values him the most, invalidating the Theorem.  Krautmann also argues that the costs of making a player transaction itself will be lower for free agency than for sales and trades, again increasing the odds that the player will end up with the team that values him the most.  Therefore, free agency could actually increase player transfers; as we shall soon see, it did.


Coase’s article, which appeared in 1960, has been extremely influential among conservative economists.  Using the same kind of logic as Rottenberg, it made the argument that regulations lead to the same outcomes as free markets, and, as the former are less efficient, the latter are preferable.  Leaving aside the validity of that argument, Demsetz (1972) applied Coase’s approach to several circumstances, including baseball.  The argument was substantially the same as Rottenberg’s, which he referenced, with the exception that he explicitly rejected the need for the assumption that one needs reasonably evenly matched teams.  Interestingly, Demsetz attempted to reply to the argument that players have interests other than money by assigning a monetary value to those interests; in other words, everything has a price.  His example: if a player prefers to play in California rather than in Chicago, under free agency he would still play for Chicago if offered an additional $1000 (his example figure), and under the reserve clause, he would be willing to forego that $1000 in salary that Chicago supposedly would pay him, making him relatively more valuable to California.  This argument probably works in a lot of cases but not in all of them.  There have been quite a few veteran players who were only willing to play in certain locations for any amount of money, and retired when teams in those locations were uninterested (Greg Gagne comes to mind).  


So here’s a counterargument: California and Chicago are in the same division.  Joe Schmo plays for Chicago, but would rather play for California.  California would like Joe Schmo’s services, but Chicago not only would like him more, they particularly do not want him to play for a division rival.  Under free agency, Joe goes to California, but under the reserve clause, Joe stays in Chicago.  I suppose Demsetz would respond as follows: under free agency, Joe Schmo would displace a lesser player, Phil Thrill, who would then sign with Chicago; under the reserve clause, California would offer Phil Thrill along with cash in trade for Joe Schmo (credit Cliff Blau for this retort).  

Research on Player Transactions


The C-R Theorem leads to the following hypotheses: First, wealthier teams will monopolize the best free agents.  Second, because of diminishing returns, richer teams will not stockpile all of the best players, so poorer teams will still get decent players and remain at least somewhat competitive.  Third, while in the short run any method to equalize talent may work, in the long term richer teams will still get who they want as poorer teams can sell their best players for profit.  Two significant events occurred that potentially allowed for the evaluation of the C-R Theorem.  First, as a consequence of their concern with competitive balance, the owners acted inconsistently with the C-R Theorem by replacing the previous system of competing for amateur players with an amateur draft in which teams choose in reverse order of their won-loss record.  Second, free agency began in 1976.  C-R implies that neither of these should have a significant impact on player transfers.  I wrote and emphasized the word “potentially” because there is a built-in problem with the relationship between the first two hypotheses that make it difficult to evaluate them properly.  The first hypothesis says that players wanted by wealthy teams will go there, the second that players not wanted by wealthy teams will go to poor teams.  Without some way independent of determining, before the fact, which players rich teams wish to keep and which they are willing to give up, these hypotheses in tandem cannot be evaluated.  One gets nowhere by resorting to a post hoc conclusion that the C-R Theorem is supported saying that, because the rich teams got who they got and the poor teams got who they got, these reflect how the players were actually valued by their teams.  The best operationalization for making the distinction between players going to wealthier and poorer teams would be to distinguish good from not-so-good players and hypothesize that the former will go to wealthier teams and the latter to poorer teams.


Some interpreted the C-R theorem as implying that less attractive players would end up with weaker teams as measured by team winning average.  Thus, an obvious implication of the C-R Theorem is that wealthier teams should be able to monopolize the best players and dominate league standings and championships.  The logic behind relevant studies has been that teams in larger metropolitan areas would have higher revenues and be able to use that money to finance better teams.  During the seasons relevant to these studies, that very clearly did not happen.  Besanko and Simon (1985) noted very small correlations between population size and team winning average for National League teams both before (1970-1976) and after (1977-1983) the beginning of free agency; the highest they computed was actually negative (–0.141).   Daly and Moore (1981) did an analogous analysis for before and after the imposition of the amateur player draft, and also discovered negative correlations in three of four cases; National League before 1965, –0.357, after 1965, –0.429, American League, +.833 before 1965, –0.286 after.  Schmidt and Berri (2002) presented data from 1996; my own analysis revealed that winning average that year correlated 0.199 with market size and 0.204 with per capita income.  Their own numbers-crunch also showed no evidence of association between 1990 and 1997. Their data (and perhaps those of others) did have a flaw, in that markets with two teams were treated the same as those with one, such that the Giants and A’s shared the eighth biggest market whereas the Phillies had the tenth biggest market to themselves. It is easy to argue that the Giants and A’s split their market such that it should be treated as far smaller than the Phillies’s.  Gustafson and Hadley (2007), based on data from 1997 to 2001, noted only a weak relationship that was moderated by team quality; for losing teams, a one-win improvement was associated with a population increase in the vicinity of one to two million in the relevant metropolitan area, whereas for a winning team that small an improvement was linked with a rise of three to four million.  As for revenue, one win required about five million extra dollars.  This relationship may, however, have changed more recently, as discussed in the Team Performance chapter’s section on competitive balance, particularly pertaining to the Blue Ribbon Panel report.


Free agency began in 1976, and examinations of player transfer via that route began shortly afterward.  Some of the subsequent studies claimed to have found the number and direction of transactions to be consistent with the C-R Theorem and claimed support for it, but, as many of them failed to consider the relative attractiveness of players, their claims cannot be accepted.  As an example of how not to do this research, Besanko and Simon (1985) were strong supporters of the C-R Theorem who performed a series of analyses whose findings they interpreted as being consistent with it; but most of their work falls prey to this difficulty.  First, they demonstrated that there was an average of 7.63 player transfers per team per season in 1969 (pre-free agency) and 7.44 in 1981 (post-free agency). Despite, their claims, the absence of any difference between the two means cannot be said to be supportive of C-R Theorem without any provision for player quality in the analysis.  Spitzer and Hoffman (1980), also explicitly defending Coase from an attack, made the same error, noting that the amount of overall player movement the first two years of free agency (1976 and 1977) did not differ significantly from that occurring in the previous nine years (1967 through 1975), a finding just as unconvincing.  Second, as mentioned above, Besanko and Simon demonstrated that there was no discernible relationship between market size and team winning average either between 1970 and 1976 (basically, before free agency) or between 1977 and 1983 (after it began).  Yet, they saw findings that a slight majority of player purchases across six pre-free agency seasons for which they were able to get data (1929, 1933, 1939, 1943, 1946, and 1950) and during the beginning of the free agency era (1976-1982) went to the wealthier teams and weaker-performing teams.  To their credit, they did distinguish between “superior” and “inferior” free agents, with the former those who were chosen by at least seven teams in the reentry draft then in use  (see below for the sequence of rules for free agency).  I performed a statistical analysis of their free agency data, which showed that the proportions of superior (59.0%) and inferior (53.3%) free agents in the latter time frame going to larger markets did not differ significantly, contrary to C-R.  In addition, the proportion of superior (35.9%) free agents going to good teams was significantly lower at 0.10 than that for inferior (49.4%) free agents, which is also contrary to C-R.  But as the whole argument actually hinges on equating wealthy and good teams, and as there was no relationship between these two for those very years, it all means nothing.

Just to provide equal time to both sides, Daly and Moore (1981) were skeptical of the Theorem’s validity and interpreted their work as inconsistent with it.  Omitting expansion years as non-representative, the average number of player transfers was lower immediately after the imposition of the amateur player draft (7.74 per team per year from 1965 to 1973) than before (8.73 from 1955 to 1964); the gap was much larger (4.94 versus 7.94) if those omitted years were included.  In addition, they calculated that about two-thirds of free agents between 1976 and 1979 went from smaller to larger markets, which they then interpreted as showing that the reserve clause functioned as a constraint that increased competitive balance.  But they presented no evidence that competitive balance worsened after the reserve clause was disallowed, and as I describe in the relevant section of the Team Performance chapter, at least during the relevant period of time the opposite occurred.

In any case, free agency data are ambiguous without player quality distinctions, and most relevant studies ignored this fact and examined amount of player movement only.  They also differed in their definition of player movement, with some looking at all player transactions, some free agents only, some player sales only, and some various combinations of these, and this difference appears to have affected their results.  It is clear that the extent to which players changed teams has varied consistently across the history of baseball.  In the Roster Design section above I described work from sabermetricians revealing the large extent to which player movement has differed across time periods.  Sticking here with the economics literature, one of the broadest of these efforts is Schmidt (2011, 2014), who performed a study of the amount of player movement between teams from 1903 through 2004. Many of the details of his analysis are unclear, including whether he was discussing player movement as such or team roster turnover; the latter would include rookies and retirees along with transfer across teams.  Anyway, he claimed 28 percent total player movement on average in a year, but only 17½ percent based on both total at bats and total innings, which again implies the not surprising finding that turnover is greater for players who are not regulars. Beyond this, Schmidt noted several events to be associated with either increases or decreases in turnover.  Player movement increased during the 1910s, probably due to the Federal League's pursuit of major leaguers and the impact of World War 1, and again as a consequence of racial integration.  Although not mentioned by Schmidt, the amateur draft probably increased player transfer.  Surdam (2006) limited analysis to transactions in which money was involved (sometimes straight sales, sometimes trades with money included) to maintain stricter relevance to the C-R Theorem. Among position players with a Total Playing Rating of at least 20 and pitchers with at least 17, sales have increased fairly substantially after the amateur draft began, from an average of 1.05 per year from 1946 to 1964 to 1.57 per year from 1965 to 1978.  Of course, these numbers are small, as teams move their best players relatively rarely.

 
The imposition of free agency in 1977 had a complex impact, because, as Maxcy (2002) and Schmidt (2011, 2014) have described, it occurred in stages.  Between 1977 and 1981, free agents were subject to a reentry draft and limited to negotiating with teams that chose them.  From 1982 to 1985, teams signing a free agent could draft a replacement from a pool of players stocked by teams that had signed one.  In 1986, this was changed to the loss of an amateur draft pick.  Each of these changes made player movement easier, but 1986 to 1988 were the years in which owners explicitly colluded to restrict free agent movement.  Maxcy examined data from 25,027 position player seasons and 19,309 pitcher seasons between 1951 and 1999 and noted that each of these liberalizations of free agency increased player transfer, particularly for the better players (as measured by slugging average for positions players and strikeout/walk ratio for pitchers).  Schmidt (2011, 2014) came to the same conclusion for overall player movement, and noted a breakpoint around the end of the collusion period in which free agency movement significantly increased.    


Pitcher turnover appears to have been discouraged by free agency, at least early on.  Hylan, Lage, and Treglia (1996) compared the mobility of pitchers for the sixteen years immediately before (1961-1976) and after (1977-1992) the start of free agency and found that pitchers eligible for free-agency were less likely to switch teams after than before it began.  Moliterno and Wiersema (2007), controlling for within-season pitcher turnover and excepting innings pitched by pitchers who voluntarily retired, observed turnover to be lower for pitchers eligible for free agency (6 or more years of experience) and higher for pitchers not yet eligible in the later, free agency years.  Although not as much a test of it as the authors think, the C-R Theorem inspired a study by Tollison and Vasilescu (2011) on trades involving pitchers.  Common sense implies that good hitting pitchers are a less valuable commodity and poor hitting pitchers less of a problem in a league with a designated hitter than a league without.  It follows that a bias toward trading good hitting pitchers from the A.L. to the N.L. and poor hitting pitchers from the N.L. to the A.L. should have occurred around the time of the DH’s imposition.  Examining data from 1960 through 1985, and controlling for pitcher quality as measured by ERA, age, and usage patterns as measured by IP, there was evidence for such a bias in 1970, 1972, and 1973, perhaps in anticipation of free agency, but not before and after.


Brian Flaspohler (2000) divided the history of MLB baseball into four eras; 1871-1902, 1903-1960 (pre-expansion), 1961-1974 (post-expansion pre-free agency), and 1975-1999 (post-free agency), and assigned every player into the category in which he best fit (note that Brian included the National Association, which existed from 1871 to 1875 before being replaced by the National League,  as a major league).  The following table reveals the average tenure on each team depending on career length and era.
	
	All players (N=15215)
	Only players not overlapping eras (N=13540)
	10-year careers (N=2520)
	15-year careers (N=747)

	1871-1902
	2.4
	2.4
	2.8
	3.4

	1903-1960
	4.4
	4.6
	3.6
	5.5

	1961-1975
	3.8
	4
	4
	4.7

	1976-1999
	3.8
	3.8
	3.8
	4.3


Overall, this evidence suggests slightly more player movement as we move from 20th century pre-expansion through post-expansion pre-free agency through free-agency.

As for later years, Schmidt (2011, 2014) noted that revenue-sharing imposed in both the 1996 and 2002 collective bargaining agreements also increased free agent movement.  Finally, Zimmerfaust (2018) examined signing decisions by 186 position player free agents during the 2008 to 2010 interim.  With player quality (as measured by OBA, SLG and FA) and proposed contract length, among other variables, controlled, the researcher noted a negative relationship between team quality (as measured by previous season winning percentage plus predictions for next season) and salary. This relationship was particularly strong for free agents less than 31 years old. This could be taken as implying that players are willing to sacrifice some income to play with a better team, or taken another way, that worse teams feel the need to make better contract offers than better teams. 

Market Size


The bulk of the evidence described just above implies that player movement across teams is affected by changes in the governing structure of major league baseball.  Most of the authors interpreted their findings as inconsistent with the C-R Theorem.  Although reasonable, it is technically irrelevant, as the Theorem is explicitly about team wealth but most of the research was about team quality.  Research described earlier showed that if there was any relationship between during the years in which most of this research was performed, it was negative.  Obviously, one cannot use the latter as a proxy for the former.  


 We turn now to work using perhaps a better stand-in, team market size.    Again, much of the effort failed to consider player quality, which is needed for a fair test of the Theorem.  In an very thoughtful essay unfortunately marred in this way, Leifer (1994), looking at all transfers from 1901 through 1987, divided this period into four stages (1901-1920, 1921-1944, 1945-1965, and 1966-1987) in order to look for over-time trends in transactions.  The data can be summarized by comparing the first two stages with the last, with the third a transitionary period between them.  In the first quarter century, almost all player transfers were via straight cash sale (about 3 or 4 per team each season on average), although in the next quarter century trades increased up to that level.  Players generally went from relatively cash-poor and badly performing teams to the relatively rich and successful.  Further, activity in player transfers did not have much effect on subsequent team performance; bad teams active in player transactions stayed bad and good teams similarly active stayed good.   In the last third of the century, player sales nose-dived to about one per team each season, and poorer teams became more active than the richer, usually doing deals with one another.  Further, the more active teams, whether good or bad, improved their subsequent performance relative to the less active. 


Attending specifically to the beginning of free agency, Surdam (2006), concentrating on the same eight American League teams during the 1946-1960 (pre-expansion) and 1974-1992 (free-agency) periods and, using Total Player Rating as a measure of skill, observed a general exodus of skilled players from small-market to medium- and large-market teams both through free agency and through direct sale, as measured by the TPR gained and lost by teams during those periods.  Surdam also discovered that, among position players with a Total Playing Rating of at least 20 and pitchers with at least 17, the average number of transactions including money across all of MLB, 1.57 per year from 1965 to 1978, collapsed to 0.45 betweem 1979 and 1992. Liu and Riyanto (2009), comparing 1952-1976 with 1977-2001, discerned that teams with relatively high attendance (perhaps an even better stand-in for wealth than market size) seemed to have amassed a greater relative concentration of All-Star “senior” players (which was not explicitly defined but appears to have meant players with greater than six years experience, making them free-agent-eligible during the latter years) but smaller relative concentration of All-Star “junior” players than teams with relatively low attendance.  This seems to imply that free agency allowed wealthier teams to disproportionately stockpile good hitters in their free agent years while poorer teams held on to their good hitters until those years.


In one of the better studies of this issue, Cymrot (1983) looked only at free agent movement between 1976 and 1979 and distinguished “high quality” from “marginal” players through using a $150,000 salary as a boundary better the two.  High quality players tended to move from good teams in small or stagnant metropolitan areas to good teams in large or fast-growing areas, whereas marginal players went from good teams to poor teams.  The second of these findings can be said to be consistent with C-R, but the first not, as good players did not obviously go from poor to rich teams.  
Drahozal (1986) examined 129 players who signed contracts of five or more years between 1977 and 1981 and noted that the 39 of these high quality players who switched teams did not end up in larger cities than the 90 who did not; if anything, the small difference that existed was the opposite.  Krautmann and Oppenheimer (1994) tried to determine the factors influencing free agency movement.  Their data set included position players with at least 300 ABs during the walk year or pitchers who either started in half of their appearances or had the majority of their team’s saves during their walk year in 1989, 1990, or 1991. They noted that players were more likely to switch teams in order to go to a larger market, if they had not changed teams in the past, and assuming an equal number of past team changes, if they were older.  


In an interesting study not directly related to C-R, Marburger (2009) attempted to explain why player sales have become so uncommon.  His explanation boils down to the idea that trades are perceived by at least some teams as less risky, in the sense that obtaining a high return is more predictable.  Given that hypothesis, it follows that the likelihood of trade rather than sale increases as the relevant player’s expected performance is higher, but decreases as a player ages because his total future performance becomes easier to predict.  Marburger examined 263 cash deals and 557 trades between 1965 and 1975, the era purposely chosen as between the start of the amateur draft and the start of free agency, with transactions including both players and cash going in the same direction not included.  Consistent with the second implication mentioned above, sold position players and relief pitchers were on average two years older than those traded; sold starting pitchers a good five years older.  As for performance, sold position players had fewer runs produced per year during the remainder of their career than those traded, but sold pitcher pitched more innings per year, had a lower earned run average, and, for relievers, more saves per year than those traded.


To conclude this section, there has been a lot of research by economists attempting to evaluate the extent to which baseball player transactions have supported the Coase-Rottenberg Theorem.  Ideally, one would do so by distinguishing players by skill level and then examining whether (1) the wealthiest teams get most of the best of them, and (2) the proportion of these players has not changed as a consequence of structural changes in MLB operations, with the advent of the amateur draft and free agency the most prominent of these.  Very few of these studies have approached this ideal, and so the Theorem has not been adequately tested in this context.  I can say, however, that the work that has been done has shown that structural changes have had a significant impact on player movement, and that in general players have moved from small-market teams to larger ones.  The first of these conclusions is contrary to the Theorem whereas the second is consistent with it. 

Research Concerning the Front Office


Research on issues related to the front office were fairly sparse until 2019.  Some of the earlier studies were directed at performance evaluation.  Matthew Leiff (1992) measured organizations as a whole from 1969 to 1990 using only Most Valuable Player shares for players gained, retained, and lost, thereby omitting the value of the average player in building winning teams.  Bill Felber (2005, Chapter 11) evaluated general managers using the added or lost wins under their watch (using Pete Palmer's methods) provided by players gained and lost through trades, sales, waivers, and free agency, along with players in their first five years of MLB service with the team they originally signed with.  As far as I can tell, the latter of these were not corrected for players developed under previous GMs.  Brian Cashman, Billy Beane, and John Schuerholz lapped the field.  Shane Jensen (2011) examined general managers with at least five years of experience to determine whose teams over-and underperformed what would be expected given their payrolls between 1999 and 2009.  The usual suspects stood out; the biggest overperformers were Billy Beane, Pat Gillick, and John Schuerholz, the biggest underperformers were Bill Bavasi, Chuck LaMar, and Andy MacPhail.  If I understand Peeters, Salaga, and Juravich (2020) correctly, their data set included teams between 1988 and 2012 in which either the general manager (22%) or field manager (38%), or both, either had in the past or would in the future (in that timeframe) have the same position with a different team.  The large majority of cases qualified; 136 managers (92% of the total) and 94 GMs (82% of the total).  Among GMs, Brian Cashman, Billy Beane, and Theo Epstein were estimated to be worth five wins a year.  Additionally, better GM/field manager matches were associated with longer tenures for both.

Kim, Dibrell, Kraft, and Mars (2021) used front office personnel data from 2003 and 2014, years purposely chosen because they defined the period of time when data analytic methods became more prevalent in team front offices, to examine the influence of social ties across general managers, field managers, and high level staff personnel. They got the interesting results that when GMs were not analytically inclined and the aforementioned personnel had worked together and thus amassed social ties with one another, either with their present or a previous team, teams tended to win more than those with few social ties. This relationship was weaker or non-existent with analytically inclined GMs, that inclination apparently negating the social tie factor.  Finally, Goff (2013) determined that general managers account for 6 percent and, beyond that, managers for 8.5 percent of team winning average between 1970 and 2011.


General manager succession was apparently first studied in a senior thesis by Black (2006), which included (I believe) 47 cases of GM turnover.  Each additional win decreased the odds of being fired by 0.8 percent, and making the playoffs decreased the odds by almost 15 percent.    Each additional year of time with the same team increased the probability of dismissal by almost two percent; for overall experience, each year increased odds by about half a percent.  Goff, Wilson, and Zimmer (2019) used 1970-2018 data to determine that changes in team winning average correlated at only 0.07 with GM turnover during seasons and 0.04 or less between them, less than the respective 0.16 and 0.05 for managers. Using their model, which takes multiple seasons into consideration, GM turnover appeared to have no effect on team performance, again less than the two-tenths of a win increase for managers' first three seasons.  For me, all this is evidence that firings tend to occur after random team slumps, and any improvements are due either random team streaks or a return to normal performance rather than to GM competence level.


Hersch and Pelkowski's (2019) work was, to the best of my knowledge, the first published study on the impact of team ownership.  They limited their inquiry to forty cases of “full” ownership change between 1985 and 2011; i.e., not including either minority owners or spouse/children of the past majority owner taking over.  The authors did not note any impact of team sales on team performance.  They did discover ownership turnover to increase the odds of “full” general manager replacement, i.e., not including interim GMs or cases in with the GM is promoted to team president or an analogous title, by 177 percent during the first year, although this still came out to only 17 GMs.  Further, this relationship was limited to the first year after sale.  Both team performance and GM experience with the team had bigger negative effects on GM job retention than ownership.  Analogously, Roach (in press, 2004 to 2019 data) found team performance to be associated with general manager job tenure, but performance relative to projections was again even more strongly related.


Craig Wright (1982a) offered the only study of which I am aware that associated team performance and the size of scouting staffs.  The top eight teams in terms of team-level “production” (I believe using Gary Skoog's [1987] Value Added metric defined in the Offensive Evaluation chapter) during 1980 averaged 11.6 full-time and 10.2 part-time scouts in 1976, the middle eight 12.5 and 3.8, and the bottom eight 7.6 and 3.6 respectively.  Differences in both full-time and part-time staff stand out.  In addition, the top and middle eights averaged 2.75 and 2.69 minor league farm teams at the A and rookie levels whereas the bottom three only 1.94.  Interestingly (I write this during the year in which the major leagues decided to decimate the low minors), all three categories averaged between 3¼ and 3½ of the lower level farm teams in 1982.

Team Use of Analytics


Baumer and Zimbalist (2014) attempted to estimate the extent to which teams have appeared to be applying analytic principles, no matter where they got them from, in their on-field play.  First, they computed the following indices chosen to represent these principles for every team over the years 1985 through 2012:

1 – The ratio of OBA to BA, to reveal the extent to which walks contribute to the number of baserunners.

2 – The proportion of sacrifice bunts relative to league average, to see if teams had learned to use them judiciously.

3 – The run value of stolen base attempts, computed as (0.18 X successful steals) – (0.32 X caught stealing), for the same reason as 2.

4 – The ratio of Defensive Efficiency Rating to fielding average, to gauge the extent to which range is valued over surehandedness.

5 – The inverse of the Fielding Independent Pitching index, to estimate reliance on DIPS factors rather than ERA.

6 – Isolated power divided by slugging average, to measure understanding of the importance of extra bas hits.


In a regression equation relating team winning average to these indices, the fielding range index ended up the strongest predictor (regression coefficient of .433), followed by the DIPS (.290) and walk emphasis (.237) measures.  Extra base emphasis (.037) and the knowledge not to sacrifice (.002) and to take care on stolen base attempts (.001) brought up the rear.  Weighing team performance by these coefficients allowed an estimate of team “sabermetric intensity,” and with this estimate Baumer and Zimbalist looked for teams that played as if they were guided by the underlying principles.  Some were known to take these principles seriously: The Moneyball era A’s, Epstein’s Red Sox, Yankee teams since the late 1990s, recent Rays seasons.  Others were not; the Braves are one of the few teams that refused to adopt analytics to their front-office, but team design in the 1990s revealed an intuitive feel for the importance of DIPS (Maddux/Glavine/Smoltz) and fielding range.  In a final analysis, after the impact of payroll had been removed, sabermetric intensity scores accounted for 36.7% of the left-over variance in team winning percentage.  The take-home message: your team will win more if it takes analytic principles seriously.


Chu and Wang (2019) estimated the size of team analytics and research staffs from 2014 to 2017 from Baseball America Directories, plus ESPN guesstimates of belief in analytics (“The Great Analytics Rankings”), with the categories All-in, Believers, One-foot-in, Skeptics, and Non-believers.  The authors combined the first three (N=16) and last two (N = 14) into overall Believer and Non-believer metacategories.  A whopping 77.5% of playoff teams those years were in the Believer metacategory, but there was no good evidence that those went further in playoffs than Non-Believers.  

Elitzur (2020) was interested in seeing if the book Moneyball had an effect on team performance.  Three eras compared: 1997 to 2002, when the A’s were using analytics but before Moneyball had been published, and two after publication, 2003 to 2008 and 2009 to 2013.  After controlling for team revenue, the presence of an analytics staff led to much better team performance during the first of these periods, somewhat better records during the second period, but no better during the third period.  This was almost certainly because as more teams added these staffs, the impact of the very presence of one was no longer distinctive.
And….


Among those playing in the majors between 1913 and 2006, Nelson and Simmons (2007) determined that batters whose first or last names began with K struck out more often (18.8% of PAs) than others (17.2%), controlling for year, ethnicity, and country of birth.  In fact, K was the most strikeout-prone letter of all (excluding those with very few cases) for both first and last name initials.  Inspired by this finding, Newman, Hernandez, Bakina, and Rutchick (2009) discovered that among everyone listed in the fourth edition of the ESPN Baseball Encyclopedia, 47.3 percent of those with a name starting with K and 46.3 percent with P were pitchers versus 44.5 percent of the others.  P players also had higher strikeout rates (18.35%) than others (17.24%), with the difference lessened but still there (14.27% versus 13.73%) for position players only.  Anyway, being a proud P, I suppose this is why I became a professional academic and amateur sabermetrician rather than a major league baseball player. 
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