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Introduction


Evaluation of pitching is a challenge.  Pretty much everybody knows that a pitcher’s winning average is not a good measure, as it is strongly influenced by the strength of the pitcher’s team in general; specifically, the run support that his hitters and the range and sure-handedness that his fielders provide.  These factors are out of the pitcher’s control.  Just to be sure, Bretz (1987b) reported that during 1986, team won-loss record was .366 for games in which the team scored 3 runs, .537 for games with 4 runs, and .629 with 5 runs.  Even efforts to place winning average in the context of team strength, by noting how much the pitcher’s average differs from that of his team, are fraught with problems; see the discussion in the later section on this.  The problem is coming up with measures that concentrate on what is in under the pitcher’s control while bypassing other possible influences as much as possible.


Pretty much everybody also knows that earned run average (the number of earned runs allowed, divided by innings pitched, and then multiplied by 9) is a better evaluation measure than is winning average.  But it still leaves a lot to be desired.  First, pitchers are not given any responsibility for unearned runs.  But the pitcher usually deserves some of the blame.  For example, suppose the lead-off hitter gets on due to an error, scores on a double, and then the pitcher retires the next three batters.  The run would not have scored without the error, for which the pitcher should not be blamed.  But the run would also not have scored without the double, for which the pitcher should be blamed.  Even more to the point, consider this example; the batter gets two outs, the next batter gets on due to an error, and then the next five batters all hit safely and four runs end up scoring.  All runs are unearned because of that error, but the pitcher is responsible for the five subsequent hits.  As a consequence, quite a few analysts evaluate pitchers on their Run Average, which is like ERA but counts all runs, earned or not.  But Doug Pappas (1998) noted a problem with that; since more errors occur on groundballs than flyballs, the number of unearned runs allowed will be greater for groundball pitchers than flyball pitchers, and will also be fewer for pitchers high in strikeouts due to fewer batted balls to err on.  However, Doug’s proposed remedy, crediting the pitcher with half of the unearned runs allowed (resulting in what he called Adjusted Run Average [ARA]) does not address that very problem. 


The problems go beyond this.  As will be discussed in depth in the relevant chapter, the quality of fielding is far less an issue of making errors as in making plays on balls in one’s territory, and fielding range differs far more substantially across different players at the same position than does fielding average.  Thus a pitcher on a team with fielders with good range will, all else being equal, give up substantially fewer hits and earned runs than a pitcher whose fielders cover little ground.  This is a problem not only for earned run average but also for indices such as WHIP (walks plus hits per inning) and BABIP (batting average on balls in play); in fact, the Baseball Prospectus people use BABIP primarily as a measure of how lucky and unlucky a pitcher has been concerning batted balls dropping safely for hits.  


In response to this issue, Crocker and Eckardt (2014) attempted to tease out the interplay of pitcher, fielder, and manager influence on pitching outcomes.  Their choice of ERA as the index of pitching outcomes was explicitly linked with the fact that fielding has an impact on it.  Their data set seems to have consisted of all 452 pitchers who appeared in a game during 2012; there is no indication that any of them being excluded due to little action.  To measure pitching skill, the authors used PITCHf/x data on number of pitch types, average fastball velocity, and average horizontal and vertical pitch movement.  Ultimate zone rating was the index for fielding (see the Fielding chapter).  For management influence, the variable adopted was career winning average adjusted for years of managing experience, a mistake because it is confounded by pitcher and fielder quality.  I would have preferred the ratio between the manager’s winning average and the team’s performance as predicted by one of the Pythagorean measures, to see if the manager’s teams consistently out- or underperformed what it “deserved” based on hitting, pitching, and fielding alone.  In any case, the authors also controlled for whether the pitcher was a reliever or starter (cognizant that the former have characteristically lower ERAs; see just below) and the strength of opponent offense.  Their major finding was that the relationship between pitching skill and ERA was stronger for pitchers on a better fielding team (not surprising, as a better fielding team will make more plays on batted balls that so to speak “deserve” to be outs) and surprisingly weaker with successful managers, a finding perhaps due to their poor measurement of manager skill.


A third problem with ERA has to do with responsibility for base runners when a pitching change is made.  A pitcher is taken out after allowing a runner or two to get on base; the reliever allows them to score.  The first pitcher is charged with the runs, while the second goes scot free.  In addition, as Mark Pankin reminded Pete Palmer who in turn reminded me in a personal communication, relievers tend to pitch the latter part of innings, where (because of the number of outs) baserunners just getting on are less likely to have the opportunity to score than in the beginning of innings. For these two reasons, reliever ERA tends to be better than starter ERA all else being equal. In one of his first published articles, Bill James (1977b) attempted to estimate this advantage.  James divided pitching at least 40 games or 100 innings between 1956 and 1970 with at least 90 percent of their appearances either as starter or reliever into a set of classifications each defined by a range of hits and walks allowed per nine innings; for example, the best category included pitchers allowing only 6 to 6½ hits and 1½ to 2 walks per full game; the worst included hurlers giving up 9½ to 10 hits and 5 to 5½ walks in a game. For each of the 45 resulting categories with any appreciable sample size, relievers had a lower ERA than starters, usually in the .10 to .30 range and averaging exactly .20. Complicating the matter is work by the TMA group (2006). Examining Retrosheet data from 1999 to 2002, they concluded that most pitchers who are generally used in relief actually perform considerably better in their normal role than when used as starters, with wOBA differences in the range of .40 to .50.  Most pitchers who usually start are equally effective in both roles.  True swingmen, perhaps the best group to consider in this context, had batter wOBAs of .333 as relievers and .366 as starters. They accepted the conventional explanation for this difference; that starters hold back a little to save themselves whereas relievers go all out when throwing.


We now have measures of inherited runners allowed to score for relievers (described later in this chapter), but those in and of itself do not solve the problem of determining a good overall yardstick.  Johnny Asel, in a presentation at the 2019 Bob Davids chapter SABR meeting, described evidence that both starting and relieving runs allowed measures can be affected fairly significantly by reliever success or failure at allowing inherited runners to score; he noted an effect of .50 or more in either direction for 44 of 58 starters in his data set (from 2017). For one possible fix, John Billheimer (1982) suggested prorating ERA by charging the responsible pitcher for one-fourth of a run for each base for which a pitcher is responsible. To use his example, if a batter reached first with one pitcher and traversed the other bases with a subsequent pitcher, they would be charged ¼ and ¾ of a run respectively.

ERA Based Measures


Despite its problems, analysts have continued to base pitching evaluation indices on earned run average.  For example, Pete Palmer’s Pitching Runs index for pitching effectiveness was founded on ERA (Thorn and Palmer, 1984; see David Bloom, 1992, for an analogous proposal).  His goal was an index representing the number of earned runs for which a pitcher was responsible relative to league average in a given year.  Depending on the available data, Pitching Runs can be computed either by:

Innings pitched X (league ERA – pitcher ERA)

divided by

 9

 or by:

innings pitched X (league ERA divided by 9) – earned runs

and then adjusted for ballpark effects.  The two formulas can give slightly different results due to rounding errors in reported ERAs.  The Baseball Prospectus people sometimes control this figure for number of innings (Pitching Runs Above Average, or PRAA) or compare it to replacement level pitching rather than average (Pitching Runs Above Replacement, or PRAR).  The pitcher version of Wins Above Average (WAA) uses the first Pitching Runs version numerator and, rather than 9, divides by the number of additional runs needed to win an additional game, which changes over time but is usually somewhere around 10.  Pete, in contrast, converted to Pitching Wins via

10 x the square root of (league runs per inning + pitcher runs per inning)

with the additional term included because, in his own words (personal communication), “if a pitcher allowed 1 run per game less than average, that would reduce the total number of runs and thus each run would be worth more.”   Pete also worked with the following leverage (see Chapter 3 on that term) correction 
(wins + loses + [saves divided by 4])  divided by (innings pitched divided by 9)

which Pete said was around 1 for starters but could approach 2 for relievers.

An analogous idea is Adjusted Earned Run Average, which was designed to correct for ballpark effects along with league average ERA.  However, there are several different versions with different interpretations.  Some of them, abbreviated as ERA+, show how much better or worse the pitcher is than the league as a whole.  Here is a basic ERA+ formula used by Baseball Reference:

1 – Divide a given pitcher’s ERA by the league average ERA.

2 – Multiple the results of Step 1 by the relevant park factor.

3 – Multiple the results of Step 2 by 100.

An ERA+ of over 100 means that the pitcher’s adjusted ERA is better than league average, while being under 100 means it is worse than league average.  Other versions, abbreviated as ERA–, divide the league average ERA by the pitcher’s ERA.  They show how better or worse the league is than the pitcher.  In this case, an ERA– of over 100 means that the pitcher’s adjusted ERA is worse than league average, whereas being over 100 implies that it is better than league average.  It is important to know which version you are working with, because each’s interpretation is opposite the other’s. 


The intent behind Rob Wood’s (2018) Win Value is analogous to WAA, but more precise. The idea is to compare the number of runs a starting pitcher gives up in either a win or a loss to the number of runs that the average pitcher would give up, and credit the pitcher with the difference. To use Rob’s example, if a team wins a game, members of the team as a whole are responsible for 100 percent of that win. The task is then to determine what proportion of that 100 percent goes to the starting pitcher in question rather than the team’s position players (author’s note: for the sake of brevity I shall being using this term when referring to the eight other fielders, knowing full well that both pitcher and designated hitter are positions). The simplest case is the complete game win. If the starter’s team wins 4-2, and the league average starter would give up 3 or fewer runs in nine innings (which means the team would have won with that imaginary pitcher) 35 percent of the time, then the rest of the team gets that 35 percent and the pitcher in question would be given credit for the remaining 65 percent of the win. A complete game loss would be computed analogously; how much of the loss is charged to the starting pitcher rather than the position players.  The method makes a number of corrections to this general concept:

1 – If the starter does not pitch a complete game, the usual case, then rather than the 100 percent, we start with the odds that a team with whatever lead or deficit at the time at which the pitcher is replaced would win or lose the game. Rob’s revision of the example above: if the starting pitcher comes out after seven innings ahead 4-2, and the odds that the team would win with a two run lead after seven is 80 percent, then the starter gets 80 minus 35 or 45 percent, with the remaining 55 percent divided up between the position players and relievers depending on how the score changes over the rest of the game. To get more exact, one can also adjust the “average” pitcher to runs given up in seven innings rather than nine.

2 – If the starter comes out and the score is tied, we assume that the odds of winning the game are 50 percent.

3 – Ballpark effects can be added, by adjusting the odds of winning given the team has scored a given number of runs based on the run environment of the home ballpark.

Rob fails to mention what to do if a starting pitcher leaves with his team ahead (behind) but his team ends up losing (winning); my guess is that he gets no credit in either case.

Bottom-Up ERA Corrections


Whereas ERA based measures begin with ERA and adjust it in ways that result with indices looking nothing like the original, bottom-up ERA corrections are on the same scale as ERA but are intended to correct the traditional measure for bias.  Mat Olkin (1995) proposed an early one that he called Predicted ERA.  It is based on an idea he credited to Bill James, that (OBA X SA X PA) gives a decent estimate of Runs Created.  Predicted ERA is:

Opponent OBA X Opponent SA X 31

Mat had no idea why the 31 seemed to work the best, but in an analogy with Bill’s RC approximation my guess when I wrote this is that it signifies the number of plate appearances that a starting pitcher faced in a game on average back then (in a personal communication, Cliff Blau suggested the smaller figure of 90 percent of at bats would work better).  Anyway, Mat claimed that it does a better job of predicting the next season’s ERA than current season ERA in two-thirds of the cases, which does not surprise me given the effect of “random chance” (Mat’s words) on ERA.
Component ERA (ERC) was invented by Bill James as a formula for estimating a fair ERA based on the number of hits and home runs allowed.  Logically, it is also analogous to Runs Created, as it consists of

baserunners allowed (part “A”) times total bases (part”B”)

divided by

plate appearances (part “C”)

double-counting the odds of getting hits as do the batting versions.  The version I am presenting here is from Win Shares (2002).  It is fairly complicated, and so this presentation will describe the computational process in detail.

First, the A side of the numerator is computed by summing hits allowed plus walks allowed plus hit by pitches.

Second, the B side of the numerator computation begins by estimating total bases allowed through the following steps:



Subtract home runs from hits.



Multiply that by 1.255, giving a weighted estimate of bases on non-homer hits.



Multiply home runs by 4.



Add those two figures together.



Multiply the sum by .89.  

I’m frankly not sure what this multiplication accomplishes, and assume that it is an empirically-derived correction.  This calculation presumes that all pitcher give up the same proportion of singles, doubles and triples as a function of non-home run hits allowed, which is certainly not the case.  When the analyst has access to the actual number of each type of hit, then a more accurate total base figure can easily be found.

The third step corrects for the fact that unforced baserunners do not advance on walks and hit by pitches.  Here, you add walks allowed and

 hit by pitches, subtract intentional walks, and then multiply that by .56.  This stage assumes post-1954 data, as before then specific intentional walk data were unavailable.  For earlier seasons, you multiply the sum of BB and HBP by .475.


The fourth step sums the corrected total base (step 2) and unforced baserunner (steps 3) figures.  


Fifth, you multiply the number of baserunners (step 1) with results of this fourth stage (the right side).  This step implies that the impact of allowing baserunners and the combined impacts of extra bases and baserunner advancement have a multiplicative rather than additive relationship.


In the sixth step, you divide this numerator by the number of batters faced.  This step in effect provides you with a runs created figure against the given pitcher.

Now we turn that into an ERA equivalent.  Multiply the RC against by 9 and divide by innings pitched, as if the RC allowed was true runs given up, resulting in a run average.  To make it equivalent to an ERA, correct for unearned runs by subtracting .56.  This correction is too much for pitchers who allow so few bases against them that their component run average is less than 2.24; in this case, multiply by .75 instead.

Salmon and Harrison (2016) proposed a method for tracking changes in ERC across a season that could be used for pretty much any index.


An estimate of ERA based on odds of different types of hits (singles, doubles, triples, homers) and walks was proposed by Kinoshita in a 1987 paper published in the Japanese language journal Communications of the Operations Research Society of Japan (Volume 32, pages 689-697).  Hirotsu and Wright first (2004) used this same measure but later (2005) calculated this index separately for righthanded and lefthanded pitchers, and called their measure Defensive Earned Run Average (DERA).  


Peripheral ERA (PERA) is a method proposed by the Baseball Prospectus folks and, as with too many of their methods, never explained in detail.  It is not technically a DIPS-type method (see below) but is certainly influenced by that thinking.  The intent behind it was to take the luck factor out of ERA estimates.  It is based on corrected figures for hits, home runs, walks, and strikeouts per nine innings, and its authors claim it to be more accurate in predicting a pitcher’s future ERA than the same pitcher’s past ERAs (Woolner and Perry, 2006).

Attempts to Salvage Winning Average


Despite its obvious flaws, analysts have tried to salvage winning average as a pitcher evaluation method by adjusting it relative to the pitcher’s team’s record.  Bill Deane (1983) described an attempt in Neft, Cohen, and Deutsch’s 1981 Sports Encyclopedia, Baseball in which the pitcher’s team’s winning average was subtracted from the pitcher’s. A glaring problem with this method is a pitcher who goes 1-0 on a poor team getting a misleadingly high grade, and analogously for an 0-1 record with a good team.  I have no idea whether Neft et al. corrected for that, but in any case Bill offered three problems (page 18) with this method:

1 – “The pitcher’s record should be subtracted from his team’s before team percentages are computed.”  Bill doubted this would make much difference in a ranking of the greatest pitchers, and he may well be correct, but it would make a vast difference if one wanted to compare pitchers with noticeably different numbers of decisions in the relevant seasons.

2 – “The system assumes that everyone else on a given staff is ‘average,’ penalizing a pitcher on an outstanding staff, and rewarding one on a weak staff.”  Bill again believed this to be insignificant as “the law of competitive balance should even things out in the long run,” but I disagree; pitchers who have spent most of their careers with particularly good (e.g., Red Ruffing) or poor (e.g., Robin Roberts) teams would be considerably affected. 

3 – “The system gives equal value to a pitcher who posts a .600 percentage (sic; it’s an average) for a .500 team, as one who logs a .700 mark for a .600 team, although the former pitcher has more room for improvement.”  Here I believe he was talking about the arithmetics of the problem. His examples are Steve Carlton in 1972 (.461 higher than his Phillies after his wins and losses are removed) versus Ron Guidry in 1978 (“only” [Bill’s parentheses] .337 above his Yankees again after the removal), as it would have been impossible for Guidry to get to .461 even with a perfect record for his number (28) of decisions.


An early attempt at this sort of measure was Ted Oliver’s Weighted Rating System, originally published in a book called Kings of the Mound in 1944 and revised in 1947 and well described in The Hidden Game of Baseball (Thorn & Palmer, 1984) and in Bowles (1985):

Step 1 – Compute the team winning average without the pitcher’s wins and losses, solving the first problem in Bill’s list.

Step 2 – Subtract the result of Step 1 from the pitcher’s winning average.

Step 3 – Multiply the result of Step 2 by the number of pitcher decisions, which solves the 1-0 record problem.

Step 4 – Get rid of the decimal point, providing you with an impressively big final result.  

This last step was a mistake, because (as Pete Palmer pointed out in the first Total Baseball) with the decimal point you have an estimate of how many wins the pitcher would have that the average team pitcher with the same number of decisions would have not.  For this reason, Pete originally adopted the method without that step for a Wins Above Team (WAT) metric in Hidden Game.


Bowles’s claims to the contrary, the Weighted Rating System still suffered from problems 2 and 3 described for Neft et al.’s method; see the discussion in Thorn and Palmer.  Bill Deane’s attempt to solve these problems was his Pitcher Performance Percentage (PPP, a nice acronym although it is an average and not a percentage):

Step 1 – Compute the team winning average without the pitcher’s wins and losses.

Step 2 – Subtract the result of Step 1 from the pitcher’s winning average.

Step 3 – Subtract the result of Step 1 from 1.

Step 4 – Multiply the result of Step 3 by the number 2 (not step 2).

Step 5 – Divide the result of Step 2 by that for Step 4.

Step 6 – Add .5.

This is helpful in lessening the problems with Oliver’s system.  By 1996, Bill had renamed his tool Normalized Winning Percentage (NWP) and had realized that you need a revised version for pitchers with lower averages than their teams (see 1999 and 2005 for updates):

Step 1 – Compute the team winning average without the pitcher’s wins and losses.

Step 2 – A reversal – this time, subtract the pitcher’s winning average from the result of Step 1

Step 3 – Multiply the result of Step 1 by the number 2.

Step 4 – Divide the result of Step 2 by that for Step 3.

Step 5 – Subtract the result of Step 4 from .5.


Pete Palmer adopted Bill’s ideas in a revised Wins Above Team index applied in Total Baseball (Thorn, Palmer, Gershman & Pietruska, 1999).  The following is WAT for pitchers with records better than their team’s:

Step 1 – Compute the team winning average without the pitcher’s wins and losses.

Step 2 – Subtract the result of Step 1 from the pitcher’s winning average.

Step 3 – Multiply the result of Step 2 by the number 2.

Step 4 – Subtract the result of Step 3 from the number 2.

Step 5 – Divide the result of Step 2 from the result of Step 4.

Step 6 – Multiply the result of Step 5 by the number of pitcher’s decisions.

For pitchers with records worse than their team’s, skip Step 4.


Rob Wood (1999a), working with an uncredited-at-the-time Bob McCleery, had the same general idea as Bill, but they decided instead to give the pitcher in question one-third of the credit for his team’s record.  As a consequence, their proposal was: 

Step 1 – Compute the team winning average without the pitcher’s wins and losses.

Step 2 – Multiply the result of step 1 by .667 (the team’s credit for the pitcher’s record).

Step 3 – Add .166 to the result of Step 2.  This is the product of the one-third credit for the team’s success credited to the pitcher weighted by ½.

Step 4 – Sum the results of Steps 2 and 3.

Step 5 – Subtract the result of Step 4 from the pitcher’s winning average.

Step 6 – Add the result of Step 5 to .5.

A consequence of dividing up credit that way is a bias in favor of a pitcher on a winning team and against a pitcher on a loser.


A few months later, Rob (1999b) decided to start over from scratch.  Let us make the following unrealistic assumptions: that a team winning average is perfectly predicted by the Pythagorean formula (see the Team Evaluation chapter on that), that runs given up are totally the pitcher’s responsibility and not any fielder’s, that a type of symmetry exists in which each team’s offense and pitching are equally good or bad relative to league average, and that a second type of symmetry in which each team’s number of runs scored is due equally to its own offense and the other team’s pitching and its number of runs given up analogously a product of its defense and the other team’s offense.  The task is twofold; to estimate from a pitcher’s winning average (henceforth PWA) and the winning average of the rest of the team’s pitchers what the pitcher in question’s winning average would be on a .500 team, and to establish a measure of pitching quality relative to league average where 1 is average, less than 1 is better than average, and more than 1 is worse than average. 


Rob’s article includes a study of the implications of changes to the first of the symmetry assumptions, but I move on to his final formulas.  That for pitcher quality is fairly complicated:

Step 1 – Subtract PWA from 1.

Step 2 – Divide the result of Step 1 by PWA.

Step 3 – Take the square root of the result of Step 2.  The point of the square root is related to the square in the Pythagorean equation, which is due to the fact that runs scored and given up are curvilinearly related to winning average owing to the bias for very good teams to win big and very bad teams to lose big.  

Step 4 – Compute the team winning average without the pitcher’s wins and losses.

Step 5 – Subtract the result of Step 4 from 1.

Step 6 – Divide the result of Step 4 by the result of Step 5.

Step 7 – Take the square root of the result of Step 6, for the same reason as earlier.

Step 8 – Add 1 to the result of Step 7.

Step 9 – Multiply the result of Step 3 by the result of Step 8.

Step 10 – Subtract 1 from the result of Step 9.

As for the pitcher’s adjusted winning average, Rob first included a very long “theoretical” formula for it, but then a more “user-friendly” approximation:

Step 1 – Compute the team winning average without the pitcher’s wins and losses.

Step 2 – Multiply the result of Step 1 by .5.  In a slightly more technical version, you would multiply by .51 instead, which replaces the .67 in his earlier formula.

Step 3 – Multiply .5 by .5, which gives you .25.  In the technical version, use .49 instead.

Step 4 – Sum the results of Steps 2 and 3.

Step 5 – Subtract the result of Step 4 from the pitcher’s winning average.

Step 6 – Add .5.

For all 258 pitchers with winning average better than their team’s and at least 100 wins, the user-friendly version differed by only .4 in predictions from the theoretical formula.  In contrast. His earlier formula differed by an average of 5.8 (which he saw as due to the .67 versus .33 assumption), and a whopping 13.5 from Bill Deane’s NWP, which led Rob to estimate that the analogous balance between offense and pitching was around 9 to 1.


Rob came back to this general issue three years later by providing a Bayesian-inspired method for estimating the overall strength of opposition pitchers that a pitcher faced over an extended period of time, as measured by winning average.  The formula hinges on a variable that Rob labeled “T,” which stands for the amount of confidence we have that the pitcher’s winning average truly represents his ability rather than the strength of the team that he is on.  As T increases, we rely ever more on the pitcher’s ability rather than the team’s strength.  T in this context is the number of decisions for the pitcher.  After trying several alternatives, Rob settled on 15 decisions in a given season as the point where one should trust the team and the pitcher about equally.  One then subtracts 1 from T.  The formula is then:

Pitcher wins + (Opposition winning average of the opposition pitchers X 14)

divided by

Pitcher decisions + 14

Rob’s first of two articles on this subject (Wood, 2002a) describes the method, while the second (Wood, 2002b), based on Retrosheet game logs, uses it to estimate the strength of opposition that a set of great pitchers faced over their careers. 


Scott McClellan (1997) had a different concept for his attempt to salvage winning average, which he called Wins Above Average (no relation to the Prospectus method), based on a pitcher’s run support relative to league average.  Taking advantage of the logic behind the Pythagorean Equation (see the Team Evaluation chapter on this), it works as follows:

Step 1 – Divide the pitcher’s run support by league average, giving you the pitcher’s proportion of run support as compared to the league.

Step 2 – Square the result of Step 1.

Step 3 – Divide the result of Step 2 by (1 + the result of Step 2).  This give you the expected winning average of a pitcher with the same proportion of run support as compared to the league.

Step 4 – Multiply the result of Step 3 by the pitcher’s total number of decisions.

Step 5 – Subtract the result of Step 4 from the pitcher’s number of wins.  Based on the author’s examples, the most successful pitcher in the league could well be expected to accumulate 8 or 9 Wins Above Average, whereas the least successful about –5 on this measure.  Scott also proposed a method for relievers to be described later in this chapter.


Jeff Angus (2010), as part of a detailed analysis of Game Scores (see later in this chapter for discussion) that I describe later in this chapter, proposed Game Score Won-Lost (GSWL, which he wanted to be pronounced “Gaz-Wall”).  In short, Game Score is a quick-and-dirty method for describing how overpowering a pitcher is in a given game, with a desired range of 0 to 100 and mid-point of 50 (in actuality, the range is greater in both directions and the mid-point a bit lower.  As teams win games with starting pitcher Game Scores of 55 or more 72.8 percent of the time, pitchers with those Game Scores get a Game Score Win.  The analogous range for Game Score Losses is 43 and below, with the team winning 24.4 percent of those games.  Pitchers with Game Scores of 44 to 54 get ½ a win and ½ a loss (I would have made those no-decisions).

Transplanted Offensive Measures

Some methods for evaluating pitchers are based on methods I have already described in one of the two chapters on offense.  For example, as discussed in the Offensive Issues chapter, Mills and Mills’s (1970) Player Win Average gives a pitcher Win or Loss Points based on the extent to which the results of each at bat for which they are on the mound increases or decreases their team’s odds of winning.  In essence, it is an attempt to measure pitching in terms of leverage.  In the Offensive Evaluation chapter, I presented Hoke’s (1935) method for evaluating offense; he used the same method for pitching.  Again, Hoke’s system was weighted such that the opportunity to reach first base counted for one, to move either oneself or another player from first to second counted for two, second to third counted for three, and third to home counted for home.  The actual advancement based on what happens during at bats would then be divided by this opportunity index to obtain Hoke’s offensive measure.  His pitching measure consists of the bases not earned; so the higher the batter’s score, the lower the pitcher’s.  In an exception, bases earned by the batter due to fielder’s errors were charged to the fielder and not the pitcher.

Also in the Offensive Evaluation chapter, I covered Hitzges and Lawson’s (1994) Total Offensive Production Rating, a variation on the bases made divided by outs theme.  They proposed the same exact idea for evaluating pitchers, this time calling it Total Pitching Effectiveness Rating (TPER):
Total Bases + Walks + Hit by Pitches + Steals + Sacrifice Hits + Sacrifice Flies – Caught Stealing – Grounded into Double Plays

divided by

(At Bats – Hits) + Sacrifice Hits + Sacrifice Flies + Caught Stealing + Grounded into Double Plays

They also proposed normalizing for league average and adjusting for home ball park in ways analogous to Palmer.  Scott Berry (2006a) would have liked to have used his offensive evaluation formula (see that chapter) for pitchers, but as types of hits were not readily available then as they are now, he ended up using a runs created measure instead.

As he did with hitting, Mazur (1994) presented a largely invalid measure using data envelopment analysis, using earned run average, hits per innings, and walks divided by strikeouts as its basis.  Ruggiero (2010) also fruitlessly took on this issue, using a very strange mix of performance measures (IP, IP/ER. IP/H).  The list of best starting pitchers included the obvious best (Chris Carpenter, Justin Verlander, Roy Halladay, Felix Hernandez, Zack Greinke, Danny Haren), thus telling us nothing new; the list of best relievers was ridiculous (Brian Bass tied for first).  Using the results of game play simulation, Beaudoin (2013) calculated a pitching evaluation measure analogous to his for batters, likewise called Number of Runs Generated per Game (NRGG). I have also mentioned Saavedra, Powers, McCotter, Porter, and Mucha’s (2010) evaluation system based on the run potential for specific batter-pitcher matchups.  It is of interest for methodological issues alone.

Quality Starts and Similar Measures


The Quality Start, reportedly invented by sportswriter John Lowe in 1985, is defined as a start in which the pitcher gives up three or fewer earned runs while pitching six or more innings.  Soon enough, the quality start became the object of criticism for being too lenient; in particular, the designation of a six-inning, three-earned-run outing (that would be an ERA of 4.5) as “quality” seemed unacceptable.  One could respond by noting that that very example occurs too rarely to matter; Dave Smith (1992b) found them to add up to 5.7 percent of starts between 1984 and 1991.  Nonetheless, the definition seemed unprincipled, and Dennis Bretz (1987a) presented evidence based on 1986 data suggesting something better.  Bretz’s research encompassed a tabulation of team records based on the starting pitcher’s innings and runs allowed.  Teams whose starters went either 4, 4 1/3, or 4 2/3 innings had a total record of 89-261 (.254); analogous records for 5 through 5 2/3 was 277-382 (.420); for 6 through 6 2/3 was 413-398 (.509); for 7 through 7 2/3 was 488-355 (.579).  As for earned runs allowed, teams were 337-457 (.424) when the starter gave up three but 531-303 (.637) when he gave up two.  These data argue for a quality start definition of two or fewer runs in six or more (Bretz’s proposal; see also Guy Waterman, 1990) or three of fewer runs in seven or more innings (according to Wikipedia, Nolan Ryan’s criterion), at least for that era in baseball.  For periods with far less offense, such as the 1910s and late 1960s, a different definition might make sense.


As a sort of development of the idea of Quality Start, Bill James proposed a metric that he called a Game Score (well described in the 1988 Baseball Abstract, pages 31-33). The point is to give a thumbnail metric representing how overpowering a pitcher was in a given outing.  He described its computation (with my commentary in parentheses) as follows:

1. Start with 50 points.

2. Add 1 for every hitter retired.  (I have seen this described as 3 X innings pitched, but that would give the pitcher credit for, for example, base runners caught stealing, which would miss the point of the index.)

3. Add 2 points for every inning completed beyond the fourth, i.e. 2 points for five innings, 4 for six, up to 10 for nine. (This would give extra credit to pitchers who remain dominant for most or all of a game rather than those pulled early.)

4. Add 1 point per strikeout. (This means that strikeouts are double counted given that the out has already been included in step 2. This is defensible as the point of the index is to measure starting pitcher dominance, and strikeouts are more a signal of that than outs on batted balls.)

5. Subtract 1 point per walk.

6. Subtract 2 points per hit. (Analogous rationale as for step 4 for making hits twice as costly as walks.)

7. Subtract 4 points for each earned run allowed.

8. Subtract 2 points for each unearned run allowed. (A reasonable move given that pitchers are partly responsible for unearned runs.)

The metric was calibrated so that league average should be fairly close to 50.  Any game in the 80s is really good, 90s is extremely good, and 100s is fabulous.  According to Keith Woolner in a glossary of indices once published at Stathead (www.stathead.com/bbeng/woolner/statglossary.htm) but no longer available,

the highest nine-inning Game Score of all time, in other words, the most overpowering nine-inning performance of all time, was Kerry Wood’s 20 K/0 BB/1 single outing on May 6, 1998, which earned a 105.  In contrast, a game in the 20s is very bad, 10s is extremely bad, and below (negatives are possible) horrendous.  Jeff Angus (2010) displayed a graph with the distribution of Game Scores for 2007.  It peaks at 49 (123 occurrences) with an exact average of 48.3, which is basically what Bill wanted in making 50 the mid-point.  The distribution differs from symmetry in that (1) it stays about level for a while for Game Scores above 50 but then plummets quickly afterward, whereas (2) it goes down more gradually and steadily for Game Scores below 50.  As a consequence, there were more games somewhat above the average than somewhat below.  Specifically, there were between 80 and 100 starts with Game Scores between (using Jeff’s estimate) 42 and 65, in other words, in a range with 15 possible Game Scores just above 50 but only 8 options below 50.  However, there were more Scores in, say, the very bad 15 to 25 range as in the analogous very good 75 to 85. 


One would expect that Game Scores are correlated with the odds of the pitcher’s team winning the game.  This is true, but the function relating the two is S-shaped rather than linear, in that it varies more in the middle ranges than in the top or bottom.  This makes sense, in that a team should (in a statistical sense) win most games with Game Scores over 70 and lose most games under 40.  Here is Bill’s relevant figures for 1987 along with Jeff’s for 2007:

	Game

Score Range
	No. of Games - 1987
	Winning Average - 1987
	No. of Games - 2007
	Winning

Average - 2007
	Game Score Range
	No. of Games - 1987
	Winning Average – 1987
	No. of Games - 2007
	Winning Average - 2007

	90-99
	  15
	.933
	      9
	1.000
	40-49
	817
	.421
	982
	.461

	80-89
	149
	.933
	    83
	  .928
	30-39
	697
	.258
	704
	.277

	70-79
	360
	.839
	  378
	  .815
	20-29
	472
	.201
	485
	.179

	60-69
	712
	.728
	  903
	  .721
	10-19
	115
	.096
	218
	.101

	50-59
	860
	.580
	1051
	  .597
	<10
	13
	.231
	  49
	.041


The fact that 10-19 was worse than fewer than 10 in 1987 was almost certainly a fluke; the 2007 figures with a larger sample size are likely more representative.  Bill made the further point that the winning averages for individual pitchers would be more extreme than these, because fairly well pitched games by starters can be lost, and fairly poorly pitched games by starters won, by poor and excellent bullpen performance respectively.  Bill gave the example of the 70-79 range, which was .728 for the team but .785 for the starters.


Also, it would have been nice to see how close the 45-54 range was to .500 in the 1987 data.  Jeff provided a very specific breakdown of winning averages (shown in percent form) for +2 to –2 ranges around every game score between 19 (in other words, 17 to 21) and 74 (72 and 76).  That season, a Game Score of 50 was associated with .56 winning average; a .50 winning average with a Game Score of 46.  Also, Jeff used his findings as the backdrop for an attempt to salvage winning average, Game Score Won-Lost, that I discussed earlier in this chapter.  Finally, note that there were more 80 or greater games but fewer 19 or lower games in 1987 than in 2007, implying that despite an increase in strikeouts offense was overall greater in the later year.


Another idea roughly equivalent in intent to the Quality Start was Don Malcolm and Ken Adams’s (1998) QMAX, short for Quality Matrix.  The idea behind it was that the difference between number of innings pitched and the number of hits and walks given up is indicative of pitching excellence in a given game.  Unlike WHIP, hits and walks are kept separate in the seven-by-seven Quality Matrix QMAX relies on (explanation to follow):

	Label
	1
	2
	3
	4
	5
	6
	7
	ERA
	Defin.

	1
	0.81
	1.13
	1.22
	1.34
	1.82
	1.96
	3.26
	1.07
	-4

	2
	1.44
	1.89
	2.16
	2.46
	2.92
	3.57
	3.69
	2.05
	-2

	3
	2.48
	2.62
	3.18
	3.77
	4.62
	4.12
	7.00
	3.35
	>0

	4
	2.77
	3.12
	3.71
	4.45
	5.54
	5.70
	8.91
	3.88
	0

	5
	3.04
	3.60
	4.45
	5.69
	7.52
	7.37
	11.41
	5.30
	<2

	6
	3.58
	4.45
	5.59
	7.78
	10.46
	11.21
	17.78
	7.47
	<4

	7
	3.92
	6.17
	8.18
	11.37
	17.16
	20.23
	27.21
	12.17
	4

	ERA
	1.76
	2.71
	3.82
	5.84
	8.93
	9.29
	13.79
	
	

	Defin.
	-7
	-6
	-4
	-3
	<0
	0
	>0
	
	


Let us first look at the rows.  The rows are based on hits minus innings pitched.  The row labeled “1” stands for games in which the pitcher gives up at least four fewer hits than innings pitched (see -4 in the Definition column).  The row labeled “2” represents games in which the pitcher allows between two and three and two/thirds fewer hits than innings pitched (-2 in the Definition; an example of the lower bound would be 3 hits in 6⅔ innings).  The same logic continues as we go down, with the last row indicating four plus more hits than innings pitched.  The columns are founded on walks minus innings pitched, from fewer than seven walks than innings pitched on the left to more walks than innings on the right.

The quality of the game is symbolized by the combination of the two measures, first the hits-relevant measure (S, short for Stuff, a much different use of this term than Clay Davenport’s application described later in this chapter) and second the walks-relevant index (C, an abbreviation of Command, that should have been called Control instead).  So, for example, six innings with six hits and two walks yielded is a 4,3 game.  Totaling the two measures (T) is an obvious move.  But keeping them separate, I have included in the table cell ERAs supplied by the authors for 1994 to 1996, plus the totals for each row and column signified by the ERA label.  Although the sample sizes for 19 of the 49 cells are an untrustworthy ten or fewer, the progression as you go to the right and down is what you would expect.  Don and Ken also included winning average numbers for the four rows and four columns on the upper left, all at .500 or better.  Anyway, averaging the S and C scores across a season’s starts provides the QMAX measure.  In 1997, Pedro Martinez had the best average S (2.32) and T (4.61) scores across the leagues; Greg Maddux the best C (1.79) score. 

Methods Based on Run Expectancy Tables


As an explicit response to the problem of an earlier pitcher responsible for a baserunner who scored when a later pitcher is on the mound, Bill Marston (1987) proposed what he called Allowed Run Average, which is a particularly good method for evaluating relievers.  Bill used Pete Palmer’s run expectancy chart, but the method would work just as well if a different chart were used.  To begin, a pitcher is credited with the run expectancy for the circumstance in which he enters any inning.  He is then charged for any runs allowed and for the run expectancy for the situation in which he leaves the game.  To begin with a simple example, a pitcher who enters the game at the start of an inning starts with –.454, and if he allows no runs and leaves the same inning with the bases loaded and two out he is charged with .798, giving him a total of .348.  For a more complicated case, a pitcher enters the game in the sixth inning with no out and a runner on second (1.068), who scores before the third out.  He pitches a scoreless seventh inning, allows one run in the eighth, and leaves during the ninth with two out and a runner on third.  This gives us:

Sixth: -1.068 + .1 = -.068

Seventh: -.454

Eighth: -.454 + 1 = .546

Ninth: -.454 + .382 = -.072

Total: -.048 Allowed Runs


There is a nice arithmetic implication for Marston’s method.  Suppose a pitcher throws a complete game shutout.  If a team scores .454 runs in the average inning, then in the average game it will score .454 times 9 or 4.086 runs (ignoring completed games of more or less than nine innings for this demonstration).  A pitcher throwing a complete game shutout would, then allow –4.086 runs in that game.  Let us round these figures to 4 to make things simple.  This means that if instead he gave up 4 runs, the average, his runs allowed would be just about 0.  In other words, an average pitching performance is a 0, a better than average a negative number, and a worse than average a positive number.  Anyway, to complete the computation of a pitcher’s Allowed Run Average, sum the pitcher’s allowed runs over the season, and then treated as with ERA; divide by innings pitched and multiply by nine.  Several analogous methods have been proposed, with Gary Skoog’s Value Added approach (1987), Doug Bennion’s (1988) Pitcher Run Average (PRA), Steve Schulman’s (n.d.) Runs Prevented, and Keith Woolner’s (2006a) Fair Run Average (FRA) among them.  The comparison between the number of runs the reliever is credited or charged and what the average pitcher would have done becomes the Adjusted Runs Prevented (ARP; Wolverton, 2001b).

The members of Baseball Prospectus’s Support Neutral family (Wolverton, 1993, 1999, 2001a) are predicated on evaluating starting pitchers according to the established probability of the average team winning a game at the time at which a given starter exits, which is affected by the inning, number of outs, number and placement of any current baserunners, and numbers of runs already given up.  The basic member of this family is a pitcher’s Support Neutral Won-Lost Record (SNWL; Wolverton, 2001a), a raw measure of sorts, but one can also compare that pitcher’s contribution to the team with the average .500 starter (Support Neutral Value Added, or SNVA) or with a replacement level starter (Support Neutral Value Above Replacement, or SNVAR), or adjusted for the Marginal Lineup Value of each batter faced (Support Neutral Lineup Adjusted Value Added, or SNLVA; Support Neutral Lineup Adjusted Value Added Above Replacement, or SNLVAR; see the glossary in Keri, 2006).


Pitch Type Linear Weights, as described by Steve Slowinski (2012a), are indices used by Fangraphs to represent the average change in run expectancy resulting from a given pitcher’s performance for different pitch types. They are centered around zero, with an annual range of between -1.5 and + 1.5 runs per 100 fastballs (which for a full season can mean -20 to +20 runs for an often-used starting pitcher) and -5 to +5 runs per 100 for other pitch types. In his description, Steve warned readers against using them for predictive purposes, as they are not reliable from year to year (correlation less than .25). Batters can also be evaluated this way, credited with the same figure but opposite sign for the same pitch (e.g., if a pitcher gets .02 with a strike on a given pitch type, the batter loses .02).


Finally, Les Jackson (1992) proposed rating pitchers according to Pete Palmer’s Batting Runs formula (see the Offensive Evaluation chapter).  In this case, the lower the figure, the better the pitching.  The best in 1991 was Roger Clemens at –50.92.
Left on Base Percentage

There was a very early (1958) list of league leaders in leaving baserunners on base presented by Bill Furlong.  FanGraphs has presented a Left on Base Percentage (LOB%) metric based not on actual figures, but on an estimate using the following formula:

Hits + Walks + Hit by Pitch – Runs

divided by

Hits + Walks + Hit by Pitch – (1.4 X Homers)

Piper Slowinski (2010c; see Mike Podhorzer, 2016, for consistent findings) proposed the following judgmental criteria:

	Rating
	LOB%

	Excellent
	80%

	Great
	78%

	Above Average
	75%

	Average
	72%

	Below Average
	70%

	Poor
	65%

	Awful
	60%



Dave Studeman (2005b) noted a cross-year 0.28 correlation for pitchers with at least 300 batters faced in 2004 and 2005; Mike Podhozer (2016) found 0.216.  This might indicate a fairly minimal skill level separates pitchers in leaving runners, but as Dave (2005c) noted a correlation of 0.45 between it and xFIP for pitchers with at least 100 IP in 2004, at least part of that correlation is accounted for by overall pitcher performance.  Looking at the chart of league leaders in Bill Furlong's (1958) article, a correlation with ERA is obvious.  Dave claimed quite reasonably that LOB% is higher the more baserunners there are on base, which is obviously a function of pitcher quality.  Without any detail, Piper also implied a correlation with strikeout rate, perhaps also a function of pitcher quality.  Mike Podhorzer (2016) calculated the following correlations: 

	Subject
	BK%
	SB Success Rate
	BABIP
	HR/FB
	AVG
	OBP
	SLG
	wOBA
	LD%
	GB%
	True FB%

	Correlation
	-0.04
	-0.10
	-0.48
	-0.14
	-0.58
	-0.55
	-0.50
	-0.56
	-0.07
	-0.04
	0.04


BP% = Hit by pitch percentage; WP% = Wild pitch percentage; GDP% = Got into double play percentage; PKO% = Pick-off percentage; BK% = Balk percentage; SB Success Rate = SB / (SB + CS); True FB% = FB% – True IFFB%
In short, a higher LOB% related with batters getting on base less.  (Technical note: I would like to see a study, in which a researcher regresses LOB% on some good pitcher performance metric, then looks for cross-year consistency in the residuals of that regression, and if strikeout and groundball rates were correlated with the the residuals.)  Mike also formulated a projected rate (xLOB%) that correlated with next-season LOB% at 0.295; see the webpost for the formula.

Wins Above Replacement


The general concept of Wins Above Replacement (WAR) is discussed in detail in the Overall Evaluation chapter.  The idea of a WAR measure specifically for pitchers was described early on by David Gassko (2007a) and has been interpreted in research by many others.  Gassko’s method for calculating Pitching Wins Above Replacement (pWAR) begins like the bottom up ERA corrections described above, adjusting ERA for, in this case, the pitcher’s team’s defensive efficiency, home ball park, and most interestingly the era in which he pitched, accomplishing the latter by in essence calculating the odds that, all else being equal, a male in the “baseball population” would become a major league pitcher.  The ERA is then calibrated into a winning average via Pythagorean techniques (see the Team Evaluation chapter on this) and then compared to the winning average for what would be a replacement level starting pitcher during the same era, which is defined as one standard deviation below mean.  At the time of Gassko’s calculations, Roger Clemens was the all-time leader with 153.  The presence of Clemens at and other recent pitchers near the top of the list is partly due to the fact that the entry of Black, Hispanic, and Asian pitchers has increased the baseball population and thus the overall talent of major league pitchers as compared to earlier times.


Since this early work, many other versions of pitching WAR have appeared.  The three major versions, supplied by Baseball Reference (labelled alternatively as bWAR and rWAR), FanGraphs (fWAR), and Baseball Prospectus (WARP), each take a run prevention estimate and scale it to how much the pitcher has pitched that season.  Each site adjusts for league and park, but uses a much different run prevention  estimate.  bWAR begins with Run Average, and then adjusts for the impact of team fielding on runs allowed, doing so by assigning to the pitcher a fraction of runs based on total team fielding.  The problem with that last move is an implicit assumption that a team fields identically well or poorly no matter who is pitching, which is on the face of it wrong (see Birnbaum, 2016, plus the authors he links to for relevant discussion).  fWAR is based on Fielding Independent Pitching (FIP), which unlike Run Average is based solely on strikeouts, walks, and home runs, along with infield pop flies, which as with the three just-listed events is thought to be mostly pitching controlled (see the next section on Defense Independent Pitching Statistics).  It follows that fWAR makes team fielding irrelevant.  As a consequence, it will underrate pitchers who are particularly skilled at managing contact well, such as ground ball specialists.  FanGraphs also includes a leverage component in reliever fWAR calculations.  Humbert Kilanowski’s cWAR for the Cape Cod Baseball League was based on run values for each event calibrated into a FIP-like measure. Baseball Prospectus’s method is a result of how they evaluate pitchers, and this has changed over the years.  Currently they use their Deserved Runs Average (DRA) metric as a baseline. DRA is a very complicated model that attempts to control for factors like fielding and catcher framing within the run estimator itself.

In the chapter on evaluating offense, I described Sky Andrecheck’s (n.d.) Benefit Value method for evaluating offense, which in actuality is a measure of runs above replacement level.  In summary (see that chapter for details), the analyst assigns a given player to each other team and credits him with the number of Batting Runs he actually had minus the number for which the players who really played at that position for the team were responsible for.  Andrecheck had an analogous method for rating pitchers.  In this case, he used ERA, which was an error, because it does not adjust for ballpark as does for example Pitching Runs.  The basic concept, however, is the same.  In his example, if Greg Maddux had been a Met in 1999, he would have replaced all of the innings pitched by the Met’s weakest starters, Bobby Jones and Octavio Dotel, along with about half of Rick Reed’s, which would have meant 39 fewer earned runs for the Mets.  Averaged across teams, Maddux had a “Benefit Value” of 52 earned runs; in other words, 52 runs better than replacement level for starting pitchers.

Replacement Level
These methods raise the question of what constitutes replacement level for pitchers.  I found two with clear values proposed. fWAR uses the following formula (Slowinski, 2012a)

0.03*(1 – GS/G) + 0.12*(GS/G)
which implies that replacement value is a WAR of .12 for those who only start, .03 for those who only relieve, and something in between for those doing some of both. Based on 1978 through 2001 data comparing each team’s five most active starters with every other starter used, Keith Woolner (2002) computed the following regression equation representing the difference between the two groups Run Average (RA):
1.37 X league average starter RA – 0.66
Using this equation for a given season would give you a replacement level for that season.  Keith also determined that between 1904 and 2001, the top five starting pitchers on teams consistently began between 78 and 84 percent of the team’s games, even during the years with supposedly four- or even three-man rotations, with the exception of the 1981 and 1994 strike years (about 85%).  Thus assuming that the top 80 percent of pitchers by usage are “regulars” and the bottom 20 percent are “substitutes,” Keith separated the most active relievers who, as a set, accumulated 80 percent of the relief innings from the rest, and computed the following regression equation for calculating an annual Replacement Level Run Average:

1.70 X league average reliever RA – 2.27

(In the 2002 book chapter, the end of that equation was printed as + 2.27, which was a typo.)  Keith used these figures for computing the pitcher version of Value Over Replacement Player (VORP).  Basically, it consisted of a pitcher's runs allowed per nine innings weighted for innings pitched, adjusted for ballpark, and then compared with the relevant replacement level also weighted by the given pitcher's innings.

Tom Tango (2007) has a method for determining replacement levels for pitchers but I do not know how it works.  Tom does say that to compute replacement level for A.L. pitchers, you would use the equivalent of a .370 winning average for starters and .460 for non-closing relievers (again, it is easier to be a successful reliever than a successful starter).  Because at that time the A.L. was clearly a stronger conference than the N.L., N.L. pitchers replacement levels were .020 higher (.390 and 480).  These numbers would conceivably be modified relative to one another if the relative league strengths change.  Because their impact on wins and losses is greater than for the others, the figure would be .570 for closers with wins above that multiplied by their Leverage Index (see below).

Defense Independent Pitching Statistics (DIPS)


A revolution in the evaluation of pitching occurred thanks to an insight originally made by Vörös McCracken back in 1999 (see 2001).  McCracken proposed that if one wants to evaluate a pitcher’s performance independently of the impact of fielding, one should concentrate on what the Baseball Prospectus jokingly (at the beginning) called the Three True Outcomes; strikeouts, walks, and home runs.  These are the events that fielders cannot affect; hit by pitches can also be included in the list.  McCracken claimed that these indices change relatively little from year to year.  He also argued that batting averages on balls in play are wildly inconsistent across seasons, and thus are not a good measure of pitching effectiveness.  Further, a pitcher’s BABIP in one year is more accurately predicted by that for his teammates than his own for earlier years, implying that the measure is more a function of team fielding and ballpark dimensions than pitching prowess.  In addition, he noted that the distribution of career BABIP rates for pitchers is randomly distributed, which for him implied that it is a random process, with most in the .280 to .290 range.  Finally, there is little correlation between BABIP and the DIPS measures.  All of this led him to the conclusion that the pitcher has next to no control over what happens with batted balls in play, such that measures that are impacted by them, including not only opponent batting average but WHIP and ERA, are too contaminated to be trusted.


Given how inconsistent it was with accepted wisdom, it took a while for McCracken’s insight to be taken seriously, even by statistical researchers who have been trained to be skeptical of accepted wisdom.  To be honest, McCracken did not immediately help his cause, as his essay did not include numerical evidence. His analysis did come out, published online by Baseball Prospectus in 2001, and it turned out to be limited to only two seasons, 1999 and 2000. Correlations for pitchers throwing at least 162 innings, calibrated for (I presume) innings pitched, were .681 for walks, .792 for strikeouts, .505 for home runs, and .153 for BABIP.  As he had claimed earlier, BABIP was predicted more accurately from the BABIP for the rest of the team’s pitchers than from that same pitcher in other seasons, due to having the same fielders behind him in the same home field; and the variation in career BABIP across all pitchers in the sample approximated a normal distribution.  One year-to-year correlation is too small a sample for any confidence in his claims, but others have had similar numbers for many more seasons. Mitchel Lichtman (2004), correlating 1992 with 1993, 1994 with 1995, and so on through 2002 and 2003 for all pitchers facing at least 300 batters, obtained almost the same correlation for BABIP as McCracken (.137).  In addition, for those who switched teams and so whose performance was not biased due to ballpark and fielding, the correlation was .036, which would imply absolutely no consistent difference among pitchers in ability to control the outcome of batted balls in play.  


The same year as McCracken’s hypothesis appeared, Willie Runquist did the same sort of analysis for pitching as he had for hitting (see the Offensive Evaluation chapter); estimate a reliability figure for pitching indices based on the proportion of nonrandom variance among pitchers as measured by pooled variance among plate appearances compared to variance across pitchers for 1996.  The numbers below came from 81 A.L. and 77 N.L. starters (defined as making ten or more starts with fewer than one-third of their total appearances in relief) and 71 A.L. and 81 N.L. relievers (25 or more appearances):

	
	BA
	OBA
	SA
	OPS
	K
	BB
	ERA

	A.L. Starters
	.34
	.54
	.48
	.47
	.85
	.88
	.66

	N.L. Starters
	.52
	.65
	.51
	.55
	.88
	.81
	.71

	A.L. Relievers
	.42
	.36
	.40
	.37
	.82
	.50
	.60

	N.L. Relievers
	.31
	.41
	.26
	.25
	.75
	.78
	.52


Willie concluded that strikeouts and walks were the only measures with decent reliability.  It is too bad that he did not include home runs in his analysis.  After the DIPS controversy began, Willie (2001) returned with a study specifically of balls in play using the 50 pitchers with the most IP in 1997 and 2000 separately.  The estimated correlations for hits for all plate appearances were substantial (.61 for 1997 and .59 for 2000), but when the analysis was limited to batted balls, the impact was in his words “devastating” (.12 for 1997 and .11 for 2000). I wonder what it would have been with home runs also removed.  (An earlier study of consistency in pitching indices can be found in Runquist, 1993a). 

Contradictory evidence soon appeared.  Keith Woolner's (2001) response to McCracken, also from the Prospectus on line, came soon after.  Woolner’s sample included all pitchers from 1979 who had given up at least 3000 balls in play, corresponding to at least 10 seasons of work.  In order to defend against career development and the skill of the fielders behind each pitcher, Woolner correlated even versus odd seasons and adjusted for defensive efficiency (the proportion of balls in play successfully fielded).  Woolner uncovered a substantial correlation of .53, with a distribution that was clearly non-random but rather included pitchers who were consistently hit-stingy or hit-prone on balls in play.  In fact, he suggested a 50 or 60 batting average point range in actual ability to depress hits on balls in play, which is substantial.


 Others who have examined the issue have come down somewhere in the middle between McCracken and Woolner.  Tom Tippett’s (2003) response to McCracken’s claim was based on data from 1913 through 2002 and posted on his Diamond Mind Baseball website in 2003.  Based on two different comparisons; pitchers against their own teammates’ average BABIP (which controls for the pitcher’s home ballpark and team’s defense but could be biased if the whole staff had unusually high or low BABIPs) and pitchers against their league average BABIP (which controls for an unusual staff but not for the pitcher’s home ballpark and team’s fielding), it turned out that twelve percent of the pitchers in the data set had BABIPs that were significantly different from their teammates.  The most divergent was Charlie Hough, whose BABIP was .026 lower than his teammates, and Tom estimated that this saved him between 150 and 175 runs over his career.  Although the examples were somewhat cherry-picked, Tom also provide evidence that the most successful knuckleball pitchers, power pitchers, control artists, and “crafty lefties” may well control BABIP better than the average hurler.

Tom then presented data on the year-to-year correlations in various pitching measures, which are instructive about which may be largely skill based and which may be primarily a result of luck. The following table presents his findings along with those of Baumer and Zimbalist (2014; data from 1995 to 2001), Winston (2009; 2002 to 2006), Bradbury and Gassko (2006; 2002-2004), Bradbury (2007; 1980-2004), and Woolner and Perry (2006; 1972 to 2004).

	Measure
	Tippett
	Baumer and ZImbalist
	Winston
	Bradbury and Gassko
	Bradbury
	Woolner and Perry

	Strikeouts
	.73
	.76
	.78
	.77
	.78
	.79

	Walks
	.66
	.63
	.66
	.69
	.64
	.68

	Homers
	.29
	
	.34
	
	.47
	.47

	BABIP
	.16
	.17
	.24
	
	.25
	.27

	Hit by pitch
	.36
	
	
	
	.51
	

	ERA
	
	
	.34
	
	.35
	.38


The general consistency for each measure across analysts is striking, although given the overlap among seasons each included, not surprising. Although those for the standard DIPS measures (including hit by pitches) are higher, some of those for BABIP are high enough to contradict a strong version of McCracken’s claim. Additionally, Tom made the point that, as balls in play occurred far more often than each of the four DIPS categories, those tiny correlations alone understate the importance of what consistency does exist in a pitcher’s ability to stifle hits on balls in play.  Other noteworthy discoveries: Tippett noted that BABIP had decreased as pitcher career increased, such that long careers are associated with better than average BABIPs and short careers with worse ones, implying some relevant skill development.  Woolner and Perry offered correlations of .204 for winning average and .499 for hits per batter faced; Baumer and Zimbalist listed .47 for BA, .44 for SA, .39 for ISO, and .42 for OBA. 

In other relevant work, Schall and Smith, based on all twentieth-century pitchers with at least 25 innings in consecutive seasons, uncovered an ERA correlation of only .24. Piette, Braunstein, McShane, and Jensen (2010), including all starting pitchers totaled at least 100 innings and relievers at least 40 innings between 1974 and 2008, developed a complicated statistical method producing a measure on a scale ranging from 0 to 1; in other words, not correlations. The most consistent for starters were FIP  at .965, home run rate at .952, walk rate at .935, and surprisingly, ERA at .941.  WHIP was at .892, BABIP at .799, opponent batting average at .745, and strikeout rate was lower than I would have expected at .877.  Relievers were markedly different, strikeout rate at .979, walk rate at .901, ERA at .867, home run rate at .865, BABIP at .843, FIP at only .732, opponent batting average at .627, and WHIP at .613.  The inconsistency internally in results for starters versus relievers and externally with other research in terms of the relative ordering of these indices gives me pause in trusting these numbers.
In addition, the tendency for batted balls to be grounders or flies is now known to be a significant pitching skill. Bradbury and Gassko (2006) reported year-to-year correlations of .79 for giving up ground balls and .50 for fly balls; Woolner and Perry calculated them at .81 and .50 respectively. Mitchel Lichtman (2004) replicated these results for grounders (.740) but distinguished along balls in the air, with .656 for flies reaching the outfield but only .264 for popups to the infield, .128 popups to the outfield, and .140 for line drives (and only .009 for liners reaching the outfield; Bradbury and Gassko’s corresponding figure was –.03). The line drive data are particularly useful, as, given that almost three-quarters of line drives become hits, the implication is that some of the annual difference in BABIP is due to good versus bad luck in where liners are hit. Gassko (2007b), for all 362 pitchers facing at least 350 batters per season from 2003 through 2006, noted year-to-year correlations of ground balls of .84 and fly balls per ball of .71 was high, but just –.06 for liners. Opponent batting average on grounders (.15), liners (.09), and outfield flies (-.01) was small to nonexistent, indicating how much luck is involved in whether batted balls in play become hits. Piette et al.’s (2010) relevant figures for starters were a fly ball rate of .888, ground ball rate of .807, and line drive rate of only .516; for relievers these were .982, .984, and .739 respectively.
Along with the data displayed in the table above, Bradbury (2007) proposed a series of models evaluating possible predictors of both ERA and RA.  BABIP had by far the strongest impact; on average, a mere .01 increase in BABIP would increase ERA by an astounding .2.  Given its year-to-year volatility, this does provide evidence that ERA/RA are too polluted with the impact of fielding and the overall randomness of what happens with balls in play to serve as a reliable pitching index.  The next set of models examined predictors of ERA; as with earlier work, Bradbury noted that DIPS indices in one season impact on ERA the next; an increase of one strikeout per 9 innings is associated with a .18 decrease in the following year’s ERA, each walk per 9 innings with a .15 increase, and each home run per 9 innings with a .25 rise; there were too few hit by pitches for them to contribute to prediction.  The last set of models demonstrated that BABIP had a slight positive association with walks and negative relationship with strikeouts from year to year.


Pete Palmer (2009, personal communication) has also demonstrated a significant difference among pitchers for outs on balls in play.  In his 2009 work, Pete divided 2001-2008 game-level data for starting pitchers into seven categories ordered by ERA. His data revealed, contrary to McCracken, that outs divided by balls in play decreased as ERA category went up, although not by very much (from .722 for the best ERA category, averaging 2.64, to .674 for the worst, with a mean of 6.41). Outs divided by balls in play accounted for 42 percent of the variance in ERA, which implies that they do differ among pitchers, but also that there is also a fair amount of room for randomness.  In a more recent study, using 2014-2016 data supplied by Tom Tango, Pete uncovered analogous findings; the proportion of outs on balls in play decreased steadily from the lowest (.721) to the highest (.670) ERA bin.  This was accompanied by an increase in hard hit balls from 29 percent to 34 percent of all balls in play and analogous decrease in softly hit balls from 21 percent to 17 percent (intermediately hit balls were consistently 49 through 50 throughout).  What we really need to know is whether individual pitcher ERA (rather than composite pitcher categories) is correlated highly negatively with individual pitcher proportion of outs on balls in play and easy-to-catch fly balls, highly positively with hard-to-catch-fly balls, and not correlated with medium-catchable fly balls.  



Adding more fuel for fire against an extreme reading of DIPS, Tom Tango uncovered evidence in that latter data set that the standard deviation of the proportion of catchable fly balls that were actually caught does not differ very much across teams, working out to about one per starting pitcher.  This implies that outfielders on a team catch about the same proportion of catchable fly balls on every team; in short, outfield defense does not matter very much in evaluating pitchers.  Another piece of evidence against a strict interpretation of McCracken’s claim was uncovered in 2005 when Clay Davenport (2005) compared BABIP for minor leaguers who eventually pitched in the majors versus those whose careers never carried them that far.  Making that comparison league-by-league for every minor league for the 1996 through 2000 seasons, Clay determined that pitchers who made it to the show had lower BABIPs in 66 of 72 cases, which was identical to the figure for home runs allowed (it was 71 of 72 for strikeouts and walks).

Clem Comly (2003) came up with a novel idea for evaluating McCracken’s conjecture.  To quote him (page 13, with some editing), if it is true that “whether a ball put in play becomes a hit or an out is a function of the defense (sic), not the pitcher,” then there should be no platoon advantage [on batted balls in play] unless there is a weakness defensively that left-handed batters could take advantage of relative to right-handed batters or vice versa.  If there is a platoon advantage on balls hit in play for both [types of batters] on the same team, it would indicate the pitcher is affecting the balls in play.”   Clem’s associated study was limited to four pitchers on the Diamondbacks and so by itself is an insufficient test, but the idea deserves a tryout with a large data set.


The advent of more subtle measures has provided more evidence contrary to a strict reading of McCracken’s ideas. Dave Allen (2009a), working with the then-new PITCHf/x data set described below, learned that pitches low in the strike zone, which mostly likely produce ground balls when hit, generally result in a higher BABIP than pitches high in the strike zone, which when struck usually are flies. More finely than that, low pitches produce a higher BABIP when toward the inside of the plate whereas high pitches do the same when toward the outside, although the latter generalization is compromised by the fact that home runs (most prevalent on high inside pitches) do not count as batted balls in play. Although Dave did not want to go there, we know that pitchers gravitate toward either ground ball or fly ball tendencies, with the former resulting in a higher BABIP but a lower isolated power rate.  Ben Jedlovic (2011) worked with data from Baseball Info Services on hang time and distance for catchable outfield flies, those not over or against outfield fences and in the air at least 1½ seconds.  He noted a .54 correlation between pitcher fly ball rate and hang time, implying that fly ball pitchers are distinctly better at getting batters to hit high when compared with ground ball pitchers, Further, greater hang time was related (although with diminished returns for the higher hang times) with more flies being turned into outs); here are Ben’s figures on that relationship:

	Time In Air
	% Outs
	Time In Air
	% Outs
	Time In Air
	% Outs

	1.5-2.0
	  0.8
	3.5-4.0
	55.9
	5.5-6.0
	95.9

	2.0-2.5
	  4.5
	4.0-4.5
	67.4
	6.0-6.5
	97.3

	2.5-3.0
	28.3
	4.5-5.0
	80.1
	6.5+
	96.4

	3.0-3.5
	41.1
	5.0-5.5
	86.5
	
	


Putting these two together, pitchers with higher fly ball rates got more outs per fly.

In contrast, such pitchers are hardly scathed more by balls going deep, but only .16 between fly ball rate and distance.


Mike Fast (2011a) noted that batters have a lot of influence on the speed of batted balls, and with a correlation between the two halves of a season of .76, it is clearly a batting skill.  But it is a pitching skill also, with a half season correlation of .48, lower at least partly because there was considerably less variation among pitchers than hitters.  In addition, BABIP correlated with the average speed of batted ball .41 for batters and .45 for pitchers.  So BABIP has a skill element in it for both batter and pitcher.  In the same vein, Fast noted a correlation of .44 between pitcher strikeout rate and batted ball speed. Nonetheless, BABIP for a given pitcher correlated .18 with BABIP for the rest of the pitcher’s team’s staff, revealing some influence from team fielding and home ballpark.  


The emergence of Barrel rates (see the Offensive Evaluation chapter) has also brought about evidence against a strict reading. The DIPS concept would lead to the prediction that barrel rate and home run rate are strongly related; Russell Carleton (2016) calculated it at .73 for 2015 and 2016. However, that between barrel rate and doubles/triples allowed was .20; low but present. In his article introducing SANTA (described below), Eli Ben-Porat (2018) discovered that Near-Barrels (which include Barrels as a subset) as a percentage of balls in play correlated at about .37 and as a percentage of all pitches at about .58 across pitchers between 2016 and 2017. 

It is important to point out that McCracken realized over time that his initial claim was too strong, but continued to maintain that pitcher control over batted balls in play was less than had been commonly believed before his work, which is undoubtedly true.

Ever since it became established that pitchers have some control over batted balls in play, analysts have worked to establish the criteria distinguishing between pitchers with characteristically good versus poor BABIP rates, in addition to Tom Tippett’s conclusions listed earlier and the known differences between ground ball and fly ball pitchers.  As part of an attempt to construct an unambiguous profile of the type of pitcher who would consistently outperform his predicted performance given DIPS considerations, i.e. the post-McCracken measures described below, Jonah Pemstein (2016) provided evidence that such pitchers (“DIPS beaters”) do exist.   Jonah developed a distribution of wOBA on balls in play (wOBABIP) for pitchers who allowed at least 30 BIP in each season from 2009 and 2015.  The performance of 5.31 percent of them were far enough from the mean of the distribution that the odds of them actually not being DIPS beaters was less than one percent.  He also demonstrated consistency when comparing wOBABIP distributions between DIPS beaters and non-beaters such that those who beat DIPS one year continued to outperform the DIPS non-beaters the following year.  However, Jonah was unsuccessful at developing the profile he wanted, as there were no indices that were clearly diagnostic of DIPS beaters.  Nonetheless, as part of the effort, he uncovered a number of indices that tended to differ between DIPS beaters and not; the former were more likely to be relievers and, to a less extent, right-handed, had higher groundball and strikeout rates and greater curveball spin, were less likely to include changeups as part of their repertoire, and gave up slightly fewer walks.


Finally, it would be good to mention work that came as predecessors to the Three True Outcomes.  In an essay proposing areas for research, Bill James asked that someone compare strikeout-walk ratios to pitcher winning averages.  Russ Eagle (1987) answered with a table including pitchers who, from 1970 to 1984, pitched at least 162 innings and posted K/BB ratios in one of 19 groupings, from 5 or better to 0.74 or worse.  Although the analysis is problematic given small sample sizes for many of the categories (the worst, 4.25 to 4.49, has no entries), I calculated a correlation of .93 between average ratio and winning average across bins.  Although a comparison between the ratio and ERA would have been better, it is clear from this work that the ratio is significant. 

Post McCracken Measures


I call what follows “post McCracken measures” because they are in effect direct responses to McCracken’s argument and, as such, try to provide a more accurate picture of actual pitching performance freed from biases due to team fielding, ballpark characteristics, and dumb luck.  Most of them were calibrated to provide an index that mimics ERA in its interpretation.


Not surprisingly, Bill James recognized the problem with ERA relatively early on, pre-McCracken.  In the 1987 Abstract, Bill wrote an essay on meaningful versus meaningless measurement indices (pages 9-27) in which, despite rating ERA as the most useful of the conventional indices, he referred to the defense problem. In response, later in the book (pages 120-122) he proposed what he called a freak-show stat but, in actuality, served as the forerunner for more advanced indices attempting to do the same thing; provide a measure that can be interpreted as we interpret “regular” ERA but overcomes that problem. He defined Indicated ERA as:

Home Runs Allowed X Walks X 100

Divided by

(Innings Pitched) squared

As you can see, this measure includes two of the three major defense-independent indices. Bill also realized that the absence of the third, strikeouts, was a problem, in that groundball tendency pitchers with low strikeout tendencies tended to have indicated ERAs that were way below their regular ERA. As lots of home runs and walks leads to high indicated ERAs, he would have had to add some sort of reciprocal for strikeouts to include it in the measure.


Once Vörös McCracken stated working with data, he turned his attention to producing a Defense Independent ERA (dERA).  In a useful summary of the DIPS controversy and subsequent measurement proposals up to the time of publication (2010), Dan Basco and Michael Davies described the computation of the first version:

Step 1 – Compute a proportion of unintentional walks allowed per relevant at bat by dividing the raw figure by 

(batters faced minus hit by pitches minus intentional walks)

Step 2 – Compute a proportion of strikeouts achieved per at bat by dividing the raw figure by

(batters faced minus hit by pitches minus walks)

Step 3 – Compute a proportion of home runs allowed per batted ball by dividing the raw figure by

(batters faced minus hit by pitches minus strikeouts minus total walks)

Step 4 – Adjust all three proportions by park and league effects.  Dan and Michael do not describe the details.

Step 5 – Use a revised version of Jim Furtado’s Extrapolated Runs measure for hitting (described in the Offensive Evaluation chapter)

(singles X .5) + (doubles X .72) + (triples X 1.04) + (homers X 1.44) + ({total walks + hit by pitches} x .33) minus ({batters faced minus hits minus total walks minus hit by pitches, in other words outs responsible for} X .098)

This gives you a DIPS measure of total runs allowed

Step 6 – Multiply by .9297, the average proportion of runs allowed that is earned, providing a DIPS measure of earned runs allowed

Step 7 – Divide by innings pitched and then multiply by 9 to give you a figure scaled to ERA.

In 2002, Vörös proposed a version 2.0 that I will not describe here; see the website cited in this chapter’s references. It is distinctly more complicated.  One conceptual difference between this and the first version is an adjustment for knuckleball pitchers and lefthanders, as both tend to give up slightly fewer hits per batted ball (an admission that there is at least some differences among pitchers in that regard).


The following group of post-McCracken methods are quite similar.  The first, Clay Dreslough’s (2000) Defense Independent Component ERA (DICE), is summarized in Winston (2009) and several on-line sources.  The formula is

3 + (3 X [walks + hit by pitches] + [13 * home runs] – [2 * strikeouts]) 

divided by

innings pitched

Winston (2009) determined that year-to-year DICE measures for all pitchers with consecutive 100 inning seasons between 2002 and 2006 correlated .44, which is somewhat higher than the .34 for ERA.


Tom Tango’s well-known Fielding Independent Pitching (FIP; described in Woolner and Perry, 2006), is a DIPS-based ERA estimate, defined as 

(13 X home runs) + (3 X walks + hit by pitches) – (2 X strikeouts)

divided by

Innings pitched

with the following constant added to place the figure on a scale equivalent to ERA.  The constant is 

(13 X league homers) + (3 X league walks) minus (2 X league strikeouts)

divided by

league innings

which is then subtracted from league ERA.  It has correlated with ERA at .70 for pitchers with at least 40 innings in a season.  Jim Albert (2016) proposed methods for projecting FIP based on the four components included in the equation numerator.  Colin Wyers of Baseball Prospectus has claimed that FIP is biased against ground ball pitchers. A Hardball Times version includes hit by pitches and subtracts intentional walks from the walk component.  I have seen reference (Eckardt, Crocker, and Tsai, 2021) to a FIP–  adjusting for league and ballpark as follows:

Step 1 – Divide the relevant park factor by 100

Step 2 – Multiply the result of Step 1 by the relevant pitcher’s FIP

Step 3 – Subtract the result of Step 2 from the relevant pitcher’s FIP

Step 4 – Add the result of Step 3 to the relevant pitcher’s FIP [I do not understand why one would subtract and then add the same number in consecutive steps]

Step 5 – Divide the result of Step 4 by league average FIP

Step 6 – Multiply the result of Step 5 by 100

Dave Studeman’s Expected Fielding Independent Pitching (xFIP) replaces home runs with the result of multiplying the number of fly balls hit in the league by the percentage of these flies that end up as home runs; 10.5% has been used as a quick-and-dirty figure per fly ball intended to protect against ballpark effects.  A problem with xFIP pointed out by Jeff Zimmerman (2015a) is that, since flyball pitchers tend to give up fewer homers per fly than groundball pitchers, xFIP evaluates the former group more poorly than deserved.  Chris Carruthers (2013) worked on a correction for xFIP that accounted for different umpire call rates, which he called True Independent Pitching Skill (TIPS).  After evaluating the extent to which various indices either were helpful predictors or non-duplicative measures of the same skill, he came up with: 
(6.5 times proportion of pitches outside the strike zone that the batter does not swing at)

Minus

(9.5 times the proportion of pitches swung at and missed)

Minus

(5.25 times the proportion of pitches fouled off)

Plus

An annually-calibrated correction in order to make average TIPS equal to average ERA for the given year.
He claimed more accurate prediction of pitcher’s next-season ERA (2008-2013 data) than SIERA, FIP, and xFIP for pitchers throwing fewer than 75 innings in a given season; i.e. most relievers.  He believed this occurred because it was based on what occurred during each pitch rather than each plate appearance as in SIERA or each inning as in FIP and xFIP.  It does make sense that as the data become closer to what actually occurs with each pitch, any resulting analytic method should be more accurate than those that in effect reflect categories that are averaged across pitches.  Nonetheless, for workloads greater than 75 innings, pitch effects probably cancel out, and xFIP and in particular SIERA were more accurate.


Jonathan Judge’s (2015a) Contextual FIP (cFIP) adjusts walks, strikeouts and homers for batter, catcher, and umpire, ballpark, home field advantage, and the pitcher/batter handedness relationship. It is centered at 100, with less than 70 representing an excellent season and more than 130 indicating an awful year.  As with his later DRA, it sacrifices simplicity for accuracy.  Predicted Fielding Independent Pitching (pFIP; DuPaul, 2012) is intended to be a more accurate predictor than the original FIP:

(17.5 X homers) + (7 X walks) – (9 X strikeouts)

divided by 

innings pitched

plus a constant ranging from 5.15 to 5.2.

The next group of measures are similar to xFIP in that they require detailed data on batted ball types.  David Gassko’s (2005) Luck-Independent Pitching Statistic (LIPS) is

(.05 X ground balls) + (.251 X outfield flies) minus (.041 X infield flies) + (.224 X line drivers) minus (.12 X strikeouts) + (.316 X walks) + (.43 X hit by pitches)

This gives you an earned runs estimate, which is then turned into an ERA by dividing by innings pitched and multiplying by 9.  There is a different version for run average rather than earned run average.  David claimed that LIPS correlated with ERA at .8, beating out FIP’s .73, which means little as the components are bottom-up figures for 2004 rather than integral parts of an all-purpose equation.  Nate Silver’s QuikERA (QERA), which I found on the Baseball Prospectus website, is:

2.69 + (strikeouts per plate appearances times –3.4) + (walks per plate appearances times 3.88) + groundballs per balls in play time times –0.66)

and then the whole thing squared.  There are two versions of Skill-Interactive ERA (SIERA), one available through Fangraphs and the other via Baseball Prospectus.  Both are bottom-up regression-based pitching equivalents to Phil Birnbaum’s “ugly weights” batting index, calculated through regression to be as accurate as possible with little consideration put in to conceptual clarity.  I copied and pasted the following summary of coefficients from the Fangraphs website (http://www.fangraphs.com/blogs/new-siera-part-two-of-five-unlocking-underrated-pitching-skills/) on March 2, 2014, and cannot verify that it is still available:

	Variable
	Prospectus SIERA coefficient
	FanGraphs SIERA coefficient

	(SO/PA)
	-16.986
	-15.518

	(SO/PA)^2
	7.653
	9.146

	(BB/PA)
	11.434
	8.648

	(BB/PA)^2
	-
	27.252

	(netGB/PA)
	-1.858
	-2.298

	+/-(netGB/PA)^2
	-6.664
	-4.920

	(SO/PA)*(BB/PA)
	-
	-4.036

	(SO/PA)*(netGB/PA)
	10.130
	5.155

	(BB/PA)*(netGB/PA)
	-5.195
	4.546

	Constant
	6.145
	5.534

	Year coefficients (versus 2010)
	-
	From -0.020 to +0.289

	viob% innings as SP
	-
	0.367


The “year coefficient” allows over-time comparisons by weighting for annual changes in offensive performance.  The Fangraphs website includes coefficients from 2002 to 2009 as compared to 2010, so I would guess that all of the coefficients are based on those years.  It is not clear what years the Baseball Prospectus numbers come from.  As with all bottom-up methods, the exact numbers will be sensitive to the period of time which their data represent, and so will be less accurate at other points in time. Swartz (2010a) made a good case for considering SIERA to be particularly good at predicting the next year’s ERA. This is because, along with the normal DIPS indices, it includes groundball-relevant data, which we now know to be actual indicators of pitcher skill, and which FIPS and its descendants lack.  BABIP-Estimating ERA (BERA, apparently intended to be pronounced liked Yogi) is Steve Staude’s attempt to “simplify” SIERA; see his 2013 article.  MBRAT (Greenlee, 2013) piggybacks on BERA by including indices for pitcher fielding and ability to control the running game.


True ERA (tRA) is the brainchild of Matthew Carruth and Graham MacAree.  It is based on the probability that each type of event turns into an out and the run value of each.  Here is a relevant table presented by Lee Panas (2010) from the authors’ website (StatCorner.com) for 2008 (see also Basco and Davies, 2010):

	Event
	Out Prob.
	Run Value

	Strikeout
	1.000
	-.113

	Infield Fly
	.971
	-.088

	Outfield Fly (not HR)
	.867
	.028

	Ground ball
	.808
	.045

	Line drive
	.264
	.391

	Hit by pitch
	.000
	.355

	Walk
	.000
	.355

	Home run
	.000
	1.409


To compute tRA for a given year:

1 – Multiply the number of occurrences of each event by its out probability

2 – Sum the results of step 1, giving you expected outs

3 – Multiply the number of occurrences of each event by its run value

4 – Sum the results of step 3, giving you expected runs

5 – Divide expected runs by expected outs

6 – Multiply the result of step 5 by 27, giving you tRA

Panas reported that the authors provided a correction for annual fluctuations by regressing each of the eight components toward the league mean based on the number of batters faced and the year-to-year correlation of the component.


Finally, kwERA, as revealed by its name, is based solely on walks and strikeouts.  Jeff Zimmerman’s (2015a) argument in its behalf is that those two indices stabilize at lower numbers of batters faced than homers, and so it should be valuable for pitchers working fewer innings.


As most of these are bottom-up procedures with coefficients based on specific sampled years, always keep in mind that claims about their accuracy (most are claimed to be the best as something) can only be trusted, if at all, for those years.


The Deserved Run Average Family


In 2015, Baseball Prospectus’s Dan Turkenkopf, Harry Pavlidis, and Jonathan Judge introduced Deserved Run Average (DRA).  It is an attempt to evaluate past pitcher performance based on everything its authors thought could have impact, in so doing sacrificing simplicity for accuracy. Computing DRA begins with the run expectancy of every plate appearance a pitcher faces, adjusted for the following: ballpark, the specific catcher, batter, and umpire involved, batter handedness, game run differential, inning, team fielding as measured by FRAA (see the Fielding Chapter on this), whether home or away, game temperature, the pitcher’s proportion of innings started or relieved, total number of batters faced, and two stolen base-relevant indices (which comprise part of the DRA family): the success of the given pitcher relative to others at discouraging stolen base attempts (Takeoff Rate Above Average, or TRAA), and the success of the pitcher relative to others at thwarting any such attempts (Swipe Rate Above Average, or SRAA).  SRAA controls for inning, ballpark, pitcher quality as measured by cFIP, and the specific pitcher/catcher/baserunner combination.  The 2014 range appears to be from –3% (good) to +3% (bad). Catchers and baserunners can also be evaluated according to SRAA. TRAA controls these plus runner SRAA, base-out situation, the batter on deck, and whether the pitcher is a starter or reliever.  Here the range is more extreme, with several pitchers as good as around –6% and some as bad as +9%, again using 2014 data. Next in the mix is Called Strikes Above Average (CSAA), based on PITCHf/x data for pitch location and type to provide estimates for pitcher, catcher, batter, and umpire; see the discussion about catchers in the Fielding chapter for this sort of index. The final member of the family is Errant Pitches Above Average (EPAA), which also uses PITCHf/x data for pitcher location and type, along with pitcher and catcher tendencies, to estimate the odds of a wild pitch or passed ball.  The range is much smaller, –.04 at best to +.06 at worst.  According to a more technical report by Jonathan Judge and the then-current band of Prospectus statistical wizards (2015), DRA is a more accurate estimator of RA/9 than comparable indices, correlating at .85 for 2011 through 2014 whereas FIP correlates at .70 and FRA at .66.


The DRA continued to develop.  In 2016, along with several technical revisions, the overall computation began to include pitchers’ tendencies to allow hits on batted balls in play (Judge, 2016a). Distinctions appeared between Hit Runs, which measures the ability to limit extra bases on hits, Not-In-Play (NIP) Runs, which are based on DIPS Factors other than home runs (which are accounted for by Hit Runs), and Out Runs, success at generating outs on batted balls in play. DRA– (noted the minus) was introduced, presenting DRA on a scale with a seasonal average of 100 and so allowing for comparison of pitchers across seasons with differing run environments.  Finally, a correction was added to overcome a bias against ground ball pitchers which had been noted by Rob Mains (Judge, 2016b). As a consequence, Jonathan Judge (2016c) now claimed a year-to-year reliability of .53, ahead of FIP’s .43 and RA/9’s .30, although behind cFIP’s .60.  As a predictor of the next year’s RA/9, DRA held its own (.37; cFIP, .36; FRA, .34; RA/9, .30). Revisions continued into 2017 and 2018 (Judge, 2017, 2018), with the latter year including among other upgrades inclusion of the extent to which different pitch types approach the plate in similar locations (which makes them harder for batters to differentiate and has some impact on strikeout rate) into the mix.

PITCHf/x Progeny

The arrival of PITCHf/x and its camera-based successors allow for pitcher evaluation at the level of exact location, speed, and movement of thrown baseballs.  Pitch type classification was originally done by hand, but statistical clustering methods have provided improved accuracy (Pane, Ventura, Steorts, and Thomas, 2013).  Both Wilcox and Mannshardt (2013) and Jim Albert (2017, Chapter 5) used Clayton Kershaw as an example to illustrate the various types of analyses one can perform with these data, with the former noting decrements in his performance between the first and middle three innings that were signaled by differences in pitch location.  Basic findings concerning pitch velocity and movement can be found in the Pitching Issues chapter; those on pitch location and type along with combinations of all of these measures are in the Pitching Strategy chapter.  Here, I concentrate on specific metrics based on these pitch characteristics.

Major League Baseball's Expected Weighted On-Base Average (xwOBA; n,d.1), Expected Batting Average (xBA; n.d.2), and Expected Slugging Percentage (xSLG; n.d.3), rather than using the outcome of batted balls in its determination, are based on the probability of a ball hit with a given launch angle, exit velocity and, on weakly hit balls, batter Sprint Speed to be an out or specific type of hit.  They will be higher than their analogous outcome measures if a lot of hard hit balls become outs and lower if a lot of “routinely-hit” balls become hits.  The MLB website claimed that they are “more indicative of skill,” which implies that they should be better predictors of future performance, than their real-life counterparts.  However, Jonathan Judge (2018c), using 2015, 2016, and 2017 data, found both xBA and xwOBA for one season to be no more predictive of next season BA and wOBA, respectively, than first season BA and wOBA, again respectively, along with FIP and DRA for both, all in the .30 to 

.35 correlational range.  As it is an overall rate, xwOBA has received special attention, with correlational comparisons with FIP as follows (findings either from Jonathan or from Craig Edwards, 2018a, 2016 and 2017 data):

	Comparison
	xwOBA
	FIP
	xwOBAcon

	Year-to-year Correlation
	0.44
	0.40 (DRA 0.51)
	

	Same-season ERA
	0.79 (2016), 0.81 (2017)
	0.75 (2016), 0.80 (2017)
	0.57 (0.48 with FIP)

	Same-season DRA
	0.74
	
	

	Same-season wOBA
	0.83
	 
	

	Next-season ERA
	0.48
	0.47
	

	xwOBA with FIP
	0.84 and 0.81
	
	


Analysts have also shown interest in wOBA and xwOBA on contact (wOBAcon and xwOBAcon).  Craig Edwards (2017, 137 pitchers with at least 1250 pitches by August 17) supplied analogous figures displayed in the table above.  The lower figure with ERA and, by extension, FIP were due to the absence of strikeouts and walks in on contact metrics; xwOBA total, which includes K and BB, correlated ERA and FIP at 0.76 and 0.83 respectively.  The on contact and total versions correlated at 0.73.  Other xwOBAcon correlations:


with itself 2016 and 2017 (minimum 2000 pitches) at a very mediocre 0.44, showing 


that it is not very stable year to year;


xwOBAcontact 2016 and wOBAcon 2017 at 0.48, again mediocre, meaning that it 


is not a good predictor of overall next-year performance; 


and as the object of prediction from overall performance, wOBAcon 2016 and 



xwOBAcon 2017 at 0.46, once again mediocre.


Jason Wilson's Quality Of a Pitch (QOP), in his words, "is a model that combines speed, location and movement...into a single number that calculates the quality of a pitch on a scale from 0 to 10” (2017; see Wilson and Greiner, 2014, for an early version).  Jason used the term Quality of Pitch Value (QOPV) for a single pitch estimate.  The highest QOPVs were for called strikes, followed by outs on balls in play, hits (with those dependent on the proportion of different hit types), fouls, missed bunts, swinging strikes, and out of zone pitches.  Wilson, Lane, and Greiner (2019) looked at QOPVs for pitches resulting in home runs, and included detailed analysis concerning the increase in HRs from 2008 through 2019. Quality of a Pitch Average (QOPA) can be calculated for individual pitchers, but Jason also used it to measure his estimate of pitch quality for different configurations of runners on base, pitch counts, pitch types, and times through the batting order (not surprisingly, it decreased over plate appearances).  When these factors were controlled in the analysis, QOPA correlated with runs per nine innings at –.82 (all Wilson, 2017; everything based on 2015 data).

I discuss the general concept of Barrels from the batter standpoint in the Batting Evaluation chapter.  For pitchers, Eli-Ben Porat’s (2018) SANTA, a humorous acronym for Somewhat Arbitrary Name, Thanks Anyway), was intended to distinguish “bad” pitches (resulting in a barreled ball if hit or a called ball if not hit) from “good” pitches (neither category).  The percentage of good pitches in his data set (I believe 2015-2017) was calculated at

-4.18 + (17.3 X Called Ball Percentage) + (96.7 X Near-Barrel Percentage)

The author included details concerning the odds for pitches of various types being “good” at specific horizontal and vertical locations; see the original article for that. SANTA correlated at about 0.65 with same-year ERA and about 0.41 with next-year ERA, just –0.19 correlation with WHIP, and not at all with BABIP (–0.06) and FIP (–0.03; the last three figures are from a different source for which I have lost the reference).


Glenn Healey (2019) contrasted “observed” pitch values such as Pitch Type Linear Weights (described in the Run Expectancy section) with what he called “intrinsic” pitch values based on vertical and horizontal pitch location and movement  and velocity.  In his method, intrinsic pitch value depends on whether the ball is or is not batted.  Non-batted pitch value is in turn dependent on the difference in wOBA between the count before and after each pitch,  and distinguished among each of 48 contexts (4 pitcher/hitter handedness possibilities X 12 possible counts).  Batted pitch value is dependent on wOBA based on Statcast data for batted ball exit velocity and horizontal and vertical angle.  This allows for the computation of overall intrinsic pitch values, but Glenn went on to total them up, thus providing indices for pitchers that allowed comparisons with FIP and ERA.  The tendency for those pitchers whose 2014 ERA and/or FIP outcomes were better than what was implied by intrinsic pitch values in 2014 was for worse performance in 2015, making intrinsic pitch values a better predictor of 2015 ERA and FIP than 2014 ERA and FIP.  It was also a bit more reliable over time than observed values, but still in the not-good 0.40's.

Ethan Moore (2020, 2020a) measured the quality of a pitch as follows:

1 – Take the 100 most similar pitches to the pitch under examination based on a combination of pitch velocity and location, release point, and horizontal and vertical movement.

2 – Compute the run value for each of those 100 pitches.

3 – Compute the average run value of the 100 pitches, with each pitch weighted in the average by its similarity to the pitch under examination.  This represents the expected run value of the pitch.

4 – Sum these for each 2019 pitch by individual pitchers.

5 – Divide the sum multiplied by –1 (to make better sums into a positive number) by that year's runs per win figure.

Ethan called the result Pitch Quality Wins (PQ Wins), with Jacob DeGrom (8.01) and Gerrit Cole (7.14) pacing the field in 2019.  Note that those totals are comparable to a WAR total and indeed correlated with fWAR at 0.84 that season.

Bill Petti and Jeff Zimmerman's Edge% is described in the Pitch Location section of the Strategy chapter.
The FanGraphs + Metrics


Owen McGrattan (2023) described three relevant measures credited to Eno Sarris and Max  Bay and available at FanGraphs; Stuff+, Location+, and Pitching+.  The following indented material is quoted from the webpost:
Stuff+ looks only at the physical characteristics of a pitch. Important features include, but are not limited to, release point, velocity, vertical and horizontal movement, and spin rate. A pitcher’s secondary pitches are defined based on their primary fastball — with 'primary' defined by usage in an outing — and so are judged by velocity and movement differentials along with raw velocity and movement numbers. The model also includes 'axis differential,' a statistic that attempts to describe the difference between the movement expected by spin alone and the observed movement affected by the phenomenon described as seam-shifted wake...a reliever going to a starting role should see his Stuff+ drop around 5.5 points, which makes sense because relief pitchers usually don’t throw as hard once they move into starting.”
“Location+ is a count- and pitch type-adjusted judge of a pitcher’s ability to put pitches in the right place. No velocity, movement, or any other physical characteristics are included in the statistic. A breaking ball should go to different parts of the strike zone in 2-0 and 1-2 counts, and Location+ captures that phenomenon.” 
“The overall model, Pitching+, is not just a weighted average of Stuff+ and Location+ across a pitcher’s arsenal. Rather, it is a third model that uses the physical characteristics, location, and count of each pitch to try to judge the overall quality of the pitcher’s process. Batter handedness is also included in Pitching+, capturing platoon splits on pitch movements and locations.”  
The models are designed so that 10 points of Stuff+, Location+ and Pitching+ is a standard deviation on the pitch level.  Their respective year-to-year correlations for 2021 and 2022 for all pitchers with at least 2000 pitches were 0.81, 0.62, and 0.65; Jonathan Judge (2023b) found them to be 0.74, 0.62, 0.59, respectively, for pitchers who switched teams between those seasons.  Owen claimed that before seasons, Pitching+ outpredicted several projection systems within 250 pitches for relievers and 500 pitches for starters for seasonal ERA, and that .9 reliability was achieved by Stuff+ at about 80 pitches, and Location+ at about 400.  He included detailed information on standard deviations for starters and relievers and for averages and standard deviations for different pitch types; these can be found in Appendix A.

Jonathan Judge (2023b) reported the following correlations for these measures in 2021 with ERA in 2022, including his own DRA for comparison (sample sizes were 231 for team switchers and 342 for those remaining with the same team):

	Metric
	Same Team
	All Pitchers
	Switched Teams

	Stuff+
	.41
	.33
	.14

	Location+
	.00
	.09
	.24

	Pitching+
	.35
	.31
	.23

	DRA (updated)
	.32
	.30
	.27


Pitching+ did as well as DRA overall, but Stuff+ underperformed for team switchers and Location+ did very poorly for all but team switchers.  Davy Andrews (2024d, 2021-2024) calculated correlations between Stuff+ and Hard-Hit Rate at –0.32 for pitches in the Heart and –0.42 in other pitch locations, and Stuff+ to correlate at +0.18 at the team level with the percentage of fastballs thrown in the Heart as a result of the above.

Additional Findings Based on PITCHf/x

Based on pitch location, movement, and velocity, and the count, and after discarding extreme outliers on the first three of these factors, Andrew Perpetus (Sarris & Perpetus, 2018) used the pitches thrown by 30 pitchers with at least 750 pitches thrown in both 2015 and 2016 to develop a model for predicting the odds of swinging strikes. He tested it on several 50-pitcher samples from the same two seasons, and then ran it on all 1135 pitchers appearing in 2016 and 2017.  The error rate was pretty low, allowing Enos Sarris to rank the pitchers according to expected swinging strike rate, and then compare that to the actual rate to see who overperformed and underperformed in that aspect.  Enos felt that the overperformers tended to have better command than average whereas many of the underperformers were sinkerballers seemingly less concerned with strikeouts than with high groundball rates.

Eric Martin (2019) modeled the relationship of pitch velocity, horizontal and vertical movement, and release point with strikeout rate using 2012 to 2016 PITCHf/x data for model development and 2017 data for model testing.  The data set included pitchers who faced an average of at least 10 batters per appearance and delivered at least 1000 pitches in a season; in short, no relievers.  Velocity and vertical movement (along with the proportion of strikes) were the most important factors.  


Chris Weikel (2019) examined the relationship between different pitcher skills and ERA during 2017 and 2018.  There were negative correlations between ERA and fastball velocity and spin rate (both about -.28) and slider spin rate (about -.15); in other words, more speed and spin means lower ERA.  Factors individually unrelated to ERA included command, speed difference between fastball and changeup, the proportion of fastballs, changeups, and breaking pitches thrown, and curve ball spin rate.


Based on FanGraphs data, pitcher pull rates range from about 18 to 34 percent with an average of 27 percent for starters and 25 percent for relievers (Jeff Sullivan, 2013).  Steve Staude (2013e), in work intended as a follow-up to Jeff's, computed lots of correlations using 2003-2012 data for non-PITCHf/x data from FanGraphs and 2007-2012 for PITCHf/x data.  He reported only correlations greater than 0.3; the entire list can be found in Appendix 1.  Highlights include the following generalizations: Pull% for pitchers is related positively with power and overall batter performance and negatively with fastball velocity and horizontal movement; Cen% is related positively with groundball rate and negatively with fly ball and popup rates; Oppo% is related positively with fastball usage, and strikeout and popup rates and negatively with groundball and home run rates.

Rob Arthur (2015a) noted batted ball velocity based on 2015 Statcast data up to mid May to show very little predictability, with only 3 percent of variance accounted for by batter, 0.6 percent by pitcher, and .03 percent by ballpark.  That was enough for the best hitters to increase velocity by up to 7-8 mph and best pitchers decreasing it by 1.5 mph as compared with average, the latter translating to a 13 point decrease in BABIP, and a quarter of a run per game.  Another regression showed that factors such as controlling the count and pitch location involved in that 15 mph (Rob was not particularly informative here, as he was writing for a nontechnical audience).  In addition, in 2015 the variation among pitchers in average batted ball exit velocity is only 3½ mph (Judge, Wheatley, and O'Rourke, 2016).

Another finding; for 2022 pitchers who gave up at least 100 of each, correlation between barrel rates for balls in play versus foul was 0.17 (Alex Eisert, 2023a).  Finally, Ishii (2016) used PiTCHf/x data to identify pitchers whose outcomes were consistently worse than predicted from their pitch quality, i.e. pitchers who suffered from bad luck, in 2015.  Ishii's measure of quality was based on movement, break angle, spin rate, and release extension.
Methods for Relievers


If the point of assigning saves and holds to relievers is to reward those who have indeed come through in pressure-packed situations, the current rule for it is badly flawed.   Sportswriter Jerome Holtzman’s original idea was to reward a save when the batter, or a baserunner, constituted the potential tying or winning run, and the reliever finished the inning without losing the lead.  Note that the reliever did not have to finish the game to qualify.  A save could also be credited if a reliever pitched at least three innings effectively and preserved a lead; this would be up to the official scorer’s discretion, and if multiple relievers qualified, the scorer needed to choose which one deserved it the most.  The point is that saves were supposed to be generally assigned to good pitching in high leverage situations.


Now, in addition to the above stipulations, a reliever can get a save for pitching the last inning with a lead of no more than three runs, or when the potential tying run is on deck; and the “effectively” condition for pitching three innings has been deleted.  Although to be honest this only happens in a minority of cases, it is true that this allows for saves in fairly low leverage situations.  As the conditions for holds is the same as for saves except for the reliever not finishing the game, the same problem applies.  Further, both originally and now, as the reliever’s team must be in the lead when he enters, both saves and holds do nothing for pitchers who enter in an earlier, high leverage circumstance with the score tied or his team a run or two down, and successfully snuff out a rally.  



Comparing successful versus blown saves and holds does help a bit, but does not solve the fundamental problem.  Bill Deane (1991) creatively tried to formalize that comparison.  In 1988, teams won 71.8 percent of the games in which they had save opportunities.  Most of these games had only one save opportunity; teams won 83.2 percent of them. If a reliever is successful in that circumstance, they of course increase win probability to 100 percent, and so could be said to deserve the difference; 16.8 percent.  When teams blew a save opportunity, they were still able to win 40.5 percent of the time.  For this reason, when a pitcher blows a save, they have decreased the team’s odds of winning from 83.2 percent to 40.5 percent, a decrease of 42.7 percent.  It follows that a measure that Bill called Reliever’s Win Contribution (RWC) would be 

(.168 times numbers of saves) minus (.427 times number of blown saves)

Bill mentioned two problems with his method.  First, it would obviously be more accurate to use actual leverage-based figures based on run expectancy tables, although as Bill pointed out that way is more complicated and only works if you have the needed tables.  Second, it compares pitchers to the average reliever rather than the more helpful replacement-level reliever comparison.  Bill’s own computations for those are flat-out wrong; he confused the average reliever with the overall average save percentage, which only works if every reliever had the same number of opportunities; and claimed that 50 percent was replacement level because one reliever with at least 10 opportunities was that bad; clearly, that reliever was well below replacement level.


Scott McClellan (1997) had the same basic goal in mind with his reliever version of Wins Above Average (the starter version was described earlier in this chapter).  Here you first compute:

Saves + Holds

divided by

Saves + Holds + Blown Saves

for the league, and then multiply that proportion by the given pitcher’s sum of saves, holds, and blown saves, giving you the number of saves and holds the league average reliever would have with the same number of opportunities as the pitcher in question.  The difference between that figure and saves-plus-holds for the pitcher in question gives you the pitcher’s WAA (which is negative for unsuccessful relievers).  This method is unfortunately marred by the absence of Blown Holds in the data with which Scott had to work with.


As mentioned earlier, the proportion of inherited baserunners allowed to score is useful.  Sky Andrecheck (1999) proposed a Relief ERA (RERA).  It is analogous to RWC in that it is founded on an annual context-free figure; in 1998, relievers allowed 34.59 percent of inherited baserunners to score.  Keep in mind that ERA is computed as follows:

Earned runs allowed times 9

divided by

Innings pitched

Given that, RERA is computed as follows (the formula as given in the article is definitely wrong; I was able to figure out what it should be):

Step 1 – Sum the reliever’s earned runs allowed (those based on who he put on base) to the number of inherited runners who score while he is pitching.  This gives us a figure for runs responsible for.

Step 2 – Multiply the total number of inherited runners by .3459, providing the number of inherited runners that the average reliever would allow to score.

Step 3 – Subtract the result of Step 2 from that for Step 3.  Now we have the number of responsible runs more or less than the average reliever.  This figure could be less than zero, which Sky said seems “a little bizarre.”  However, it makes sense; as he also said, “While ERA measures only how well a pitcher does for himself, Relief ERA measures both how well a pitcher does for himself and how well he can cover the last pitcher’s butt” (both quotes pages 29).  Now we turn the figure into ERA terms by:

Step 4 – Multiply by 9.

Step 5 – Divide by innings pitched.

Relievers who are particularly good/bad at inherited runners can have RERAs more than a run better/worse than their ERA.


With the title inspired by the then-popular concept of Quality Starts and the concept behind it by the Mills brothers’ Player Win Average (see Chapter 3), Gary Gillette and Pete Palmer (2005) came up with Quality Relief Appearances (QR) for the evaluation of, in particular, middle relievers.  When assigning starter or previous reliever responsibility for runs scored when relievers entered mid-inning, Gary and Pete used the following simplified run expectancy chart:

0 out
1 out
2 out
1st
0.5
0
0

2nd
1.0
0.5
0

1st & 2nd
1.5
0.5
0

3rd
1.0
1.0
0.5

1st & 3rd
1.5
1.0
0.5

2nd & 3rd
2.0
1.5
0.5

Loaded
2.5
1.5
0.5
Using their example, if a reliever comes in with bases loaded/one out, the reliever is credited with half a run if only one scores but tagged with half a run if two score.  Obviously, one can compute a metric of runs credited with versus tagged with across a season, but Gary and Pete were primarily interested in counting the number of QR appearances as a substitute for holds.  To be credited with a QR, a reliever must be responsible for less than one run for every two innings pitched, with responsibility given for runs scored by batters he faces and by runners above what the previous pitcher is charged.


Although all of these indices certainly have value, a better method for evaluating relievers would be through more exact run expectancy techniques.  An excellent idea for a method was proposed by Doug Drinen (1998) based on the probability of winning games in different base-out/innings situations as described in The Inning and The Game chapter.  The Win Probability Added (WPA) for a reliever limited to one inning or less would consist of the difference between when the pitcher enters (including coming in at the beginning of the inning) and when the pitcher exits (including finishing the inning).  To compute the WPA for a reliever who pitches during multiple innings, the analyst needs to compute it for each inning separately and then sum across innings and not to just look at the difference between when the pitcher enters and leaves.  This is because the win probability at the end of one inning and beginning of the next inning will almost always differ due to what happened during the reliever’s team’s at bats.  Doug demonstrated this with a good example showing that the win probability of a team that is behind can fall from inning to inning because it doesn’t score, but that is unfair to a reliever who has pitched well and kept the team in the game.  WPAs for each appearance are summed for a seasonal total.  The best in 1997 was Randy Myers’s 5.2; the worst was Norm Charlton’s –4.0.  


Doug also proposed computing the amount of WPA that “perfect” pitching, i.e. the performance that would increase win probability the most given the situation in which the reliever enters, would provide, across the innings that a given reliever pitches.  One could then compare that total with the pitcher’s WPA, but Doug was more interested in dividing the total ideal number for a pitcher’s innings by the number of innings pitched.  In Doug’s words, we would have an indication of the “pressure” that the reliever’s manager was typically willing to allow the given reliever to face.  This translates in today’s vocabulary to the average leverage the reliever faced.

Miscellaneous Methods


Rickey/Roth (1954) were at the forefront here as with offense evaluation, proposing the following Pitching Rating Index:

(Opposition BA) + (Opp. BB+HBP divided by PA) + (ER/Opp. Baserunners) – (1/8 SO/PA)

The third term in this equation represented the ability to keep runners on base from scoring, and the small weight for strikeouts, the product of statistical analysis, implies the belief that it has little impact over and above the first two terms.


The rest are ordered approximately by value:


Clay Davenport’s (2002c) Stuff Rating (no relation to Malcolm and Adams’s [1998] usage describe earlier) was intended to estimate a minor league starting pitcher’s odds of making the majors and, upon making it, longevity.  It is designed so that a Stuff Rating of 10 represents average, and 0 implies marginal, ability.  The basic formula is

(6 times strikeouts per nine innings) minus (1.333 times [ERA plus peripheral ERA] minus (5 times home runs per nine innings) minus (3 times walks per nine innings)

In addition, 3 points are subtracted for every inning below an average of six pitched per start – which would no longer be valid as organizations have purposely reduced innings per start for their youngest minor leaguers – and age corrections for strikeouts, walk, and PERA are added. The multipliers indicate the relative importance for each of the included indicators, with that given strikeouts, home runs, and walks indicating the strong influence of DIPS thinking.  Using data from 1993 through 1997, Davenport noted a linear relationship between Stuff Rating and the odds of pitching in the majors, and an increasing quadratic relationship between Stuff Rating and longevity.  He also noted that pitchers with Stuff Ratings of over 20 were 75 percent likely, but those with scores below 0 had only a 10 percent likelihood, of having at least a 300-inning major league career; with most of the latter 10 percenters becoming relievers.  The regression equations predict a 1.6 percentage point decrease in odds of pitching in the majors, and a 7 percentage point decrease in a 300-inning career, per one point decrease in Stuff. 


Someone going by the handle Cuthbert Magnolia (1983), whose aunt supposedly lived in Turnup Green, Mississippi, proposed multiplying a pitcher’s proportion of team innings pitched by the difference between league average WHIP (specific to either starters or relievers) and the pitcher’s WHIP.  Ignoring the problems with WHIP as a measure, this does make some sense, and the lists of league leading starters and relievers does reflect an intuitive list of the best pitchers of 1982.


Alcorn (2018) presented a sophisticated method for judging similarity among pitchers using Retrosheet data on the outcome of all 2013-2016 Plate appearances.


Tony Blengino (1995) deserves credit for realizing, pre-McCracken, that “two pitching statistics that are relatively unaffected by external stimuli are strikeout and walk totals” (page 39). His measure of relative control and power, as he called it, is computed as follows:


Step 1 – Compute the number of standard deviation units (the z-score) of a pitcher’s walks per inning relative to that for all league pitchers qualifying for the ERA title that season; 162 innings pitched since 1962 in the N.L. and 1961 in the A.L., 154 innings previously.


Step 2 – Do the same for a pitcher’s strikeouts per inning.


Step 3 – Divide Step 1 by Step 2.

Doing this for z-scores rather than raw numbers allows comparisons across years. And Tony supplied a list of career bests with some surprises, such as Tommy Bridges in 19th place all time for career value and Frank Tanana 8th for peak value (best three seasons).


Pete DeCoursey (1989) believed that a pitcher’s ERA should be evaluated in light of the run support he received from his team, but his take on that issue was idiosyncratic. Simply, he subtracted a pitcher’s ERA from the average number of runs his team scored per game when he pitched, resulting in what Pete called Win Margin. A positive number means that the pitcher generally gave up fewer runs than his opponents gave up, and so “deserved” to win a lot of games, and analogously for negative numbers. This means that a pitcher with a good ERA could have a negative Win Margin if his team doesn’t score for him, and perhaps look worse than a pitcher with a lousy ERA but a bushel full of runs to work with. Analysts would prefer to credit pitchers who were gypped by their team’s offense rather than debit them for not winning when their offense lets them down. Not surprisingly, this idea went nowhere. In any case, Pete Palmer (1990a) noted a technical problem; ERA discounts unearned runs but run support includes them, so that a pitcher starts off with about a half-a-run advantage due to that difference. As a consequence, Win Margin should have been based on run average rather than ERA.

The only analyst who has taken on the question of relative performance over time appears to be Maywar (1981), with a relative strikeout measure.  It was, however, very poorly defined as pitcher strikeouts/per inning minus league average.  As such, it is close to useless given how much the average number of strikeouts per game has increased over the decades.  He would have been better off dividing instead.


Stephen Finlan (1989) offered a very idiosyncratic and, in the end, unworkable system that assigns pitchers points based on the won-loss record, hitting and fielding support, and a number of miscellaneous achievements.

Predicting Performance


I do not know how many of the projection systems for hitting mentioned in the Offensive Evaluation chapter have analogies for pitching, and, as most are proprietary, I would be unable to learn much about them.  At least originally, PECOTA’s was largely based on the Three True Outcomes.  Many of the others appear to be as close to the offensive versions as feasible.  According to the review at https://www.beyondtheboxscore.com/2016/2/22/11079186/projections-marcel-pecota-zips-steamer-explained-guide-math-is-fun, ZiPS’s relies heavily on information such as ground ball rate, individual pitch types, and team fielding; because of the latter, a pitcher’s projected ERA might be affected quite a bit by switching teams.  Shu (2016) proposed a pitcher projection system that combines PITCHf/x data on pitch speed, movement, and location with Retrosheet play-by-play data.  Based on 2008 to 2014 data, the author claimed accuracy comparable to other projection methods and more success at predicting breakout and breakdown seasons as measured by 33 percent increases and decreases in performance.

Measuring True Ability


Analogously to batting (see the discussion in the Offensive Issues chapter), part of a pitcher’s performance is a function of real ability and part of it the result of chance variation aka good versus bad luck.  Consistency in a measurement index over time is an indication that the index is measuring something skill-related.  Here is Willie Runquist’s (1999) estimate of reliability for some measures, based on the proportion of variance among players that was not random, as measured by pooled variance among at bats for players compared to variance across pitchers for 1996.  

	Starters
	BA
	OBA
	SA
	IP
	OPS
	SO
	BB
	ERA

	A. L.
	.34
	.54
	.48
	.46
	.47
	.85
	.71
	.66

	N.L.
	.52
	.65
	.51
	.47
	.55
	.88
	.81
	.71

	Relievers
	
	
	
	
	
	
	
	

	A. L.
	.42
	.36
	.40
	.43
	.37
	.82
	.50
	.60

	N. L.
	.31
	.41
	.26
	.21
	.25
	.75
	.78
	.52


Strikeouts, walks, and ERA fare the best overall, the first two but not the third consistently with McCracken’s arguments concerning Defense Independent Pitching Statistics (DIPS; see the Pitching Evaluation chapter).  In roughly the same order, although based on the variation in performance among 2003 pitchers in a set of standard indices, Jim Albert (2006a) estimated that strikeouts are the most strongly influenced by talent, followed by runs (both total and earned), walks, opponents’ batting average, home runs allowed, and, the most strongly influenced by luck, hits other than home runs.  


Jim also proposed an analytic technique conceptually analogous to the types of parametric statistical procedures social scientists work with, which decomposes the total variance in performance across pitchers into two components: the explainable “systematic” variance, in this case representing pitchers’ true skill, and the unexplainable “error” variance, in this case representing random fluctuation/luck.  Jim presented a table revealing the estimated proportion of random fluctuation for seven pitching-relevant measures for 200, 500, and 1000 batters faced. The proportion for randomness not surprisingly went down substantially as batters faced went up. What I found most interesting here is the contrast across different pitching-relevant measures in terms of variance attributable to skill versus luck.  Strikeouts at 500 BFP (for example) were estimated at 88 percent skill, which is clearly consistent with the DIPS implication that strikeouts are a valid measure of pitching skill.  Another DIPS measure, walks, came in tied for second with runs and earned runs allowed, at 80 percent skill, followed by batting average (74 percent), home runs (44 percent), and hits other than home runs (34 percent).  In the same vein, and given that the luck factor will decrease relevant to skill as sample size increases, Derek Carty (as described in Lindbergh, 2012), estimated the following number of plate appearances needed for a pitcher’s performance to be at least 50% due to ability rather than happenstance; 126 for strikeouts, 303 for walks, 1271 for home runs, 1346 for hit by pitches, and 3729 for BABIP.  Note the consistency throughout these studies concerning the extent to which each index appears to be founded on ability versus luck.


More generally, based on implications of the binomial distribution (his method is explained in detail in the Team Evaluation chapter), Pete Palmer (2017) estimated that variation in ERA among major league pitchers is about 55 percent skill and 45 percent luck. Concentrating on batted balls in play, which as the DIPS argument stated appears to be the least ability-determined skill, Erik Allen, Arvin Hsu, and Tom Tango (n.d.1) developed simulations based on their estimates of the variation within pitchers’ relevant skill level, fielding, and ballpark.  They arrived at the following approximate values for pitchers giving 700 balls in play: luck, 44 percent; skill at preventing hits on balls in play, 28 percent; fielding, 17 percent; ballpark, 11 percent.  Matt Swartz (2010a) calculated that BABIP was about 75 percent luck, 13 percent team fielding and ballpark, and 12 percent skill.  Keep in mind, however, that research has shown that there is some variation in pitcher ability at getting outs from batted balls in play (again, described in the Pitching Evaluation chapter).
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Appendix 1.  Correlations Between Batted Ball Direction and Various Metrics,  2003-2012 data for non-PITCHf/x data from FanGraphs and 2007-2012 for PITCHf/x data (Steve Staude, 2013e)

Standard Deviation for SP/RP

	Model
	SP
	RP

	Stuff+
	12.16
	17.02

	Location+
	3.34
	5.87

	Pitching+
	4.94
	6.61


Fittingly, 

Stuff+ Averages/Standard Deviations

	Pitch Type
	Average
	Standard Deviation

	Four-Seam Fastball
	99.2
	18.3

	Changeup
	87.2
	16.4

	Curveball
	105.5
	16.8

	Cutter
	102.1
	14.0

	Knuckle Curve
	110.3
	16.4

	Sinker
	92.5
	13.6

	Slider
	110.8
	15.6

	Split-Finger
	109.6
	30.2


Pitching+ Averages/Standard Deviations

	Pitch Type
	Average
	Standard Deviation

	Four-Seam Fastball
	98.1
	8.2

	Changeup
	98.7
	8.4

	Curveball
	103.9
	7.2

	Cutter
	98.6
	6.2

	Knuckle Curve
	104.5
	7.2

	Sinker
	95.4
	6.7

	Slider
	106
	6.9

	Split-Finger
	107.6
	10.3



